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Executive Summary

This deliverable provides the early results of the study on how to model application and platform
constraints, metrics and properties that relate in the general sense to safety (including time) and
security.
The document provides a summary of the state of the art from scientific research and standardization
bodies. Based on the study of the common languages and tools, and the needs of the application
context, extracted considering the findings of WP1, the proposals in research papers and other projects,
and and the recommendations of standardization bodies, we define an initial set of modeling constructs
for time, safety and security.
These constructs are initially represented as abstract, without consideration of an actual language or
formalism. Next, they are expressed in UML/SysML and mapped on the AUTOSAR architecture or
compatible with the AUTOSAR conceptual framework.
Finally, together with the modeling recommendations, this document provides a description of selected
architecture patterns (namely, a separation kernel with possibly a hierachical scheduler and resource
manager and a security encryption module modeled according to the standard requirements) that
we expect to be recurrent in the design of mixed-criticality, safety- and security-sensitive embedded
systems.
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Chapter 1

Introduction

This deliverable is the early result of WP2. It contains the background and analysis results and the preliminary
presentation of the modeling features that are developed in the WP as an original contribution.
The purpose of this document is to provide a summary of the state of the art documents that are relevant for the
objective of the workpackage, that is the definition of modeling features for the description of systems attributes
and structure, constraints and properties that apply to the general context of systems with safety (including
time) and security constraints. The following D2.2 will further extend and consolidate the definition of the
modeling features and complete the proposed representation of the required modeling concepts in AUTOSAR
and UML/SysML.
The scope of the research is potentially huge, spanning across domains that include extremely vast areas of
research. To limit the scope and provide meaningful results we restrict the analysis to the domain, the application
fields and the case studies of the project. This means that the scope will be limited to embedded systems, with
focus on automotive systems and concepts applicable to other CPS domains, including telecommunication.
Whenever possible, precedence will be given to the needs of the case studies.
The state of the art analysis has been partitioned along two dimensions: according to the source (academic
and technical papers, recommendations of standardization bodies and findings/results of other projects) and
according to the domain (Safety, Time and Security). In addition, we strive at identifying the architecture
patterns that are needed and/or are most likely going to offer potential for reuse in the systems that are
targeted by SAFURE.
Next, based on the findings of the state of the art analysis, we identify the main gaps and needs, the opportu-
nities for reusing or building upon existing standards and results and/or the possibility of providing a concrete
definition of concepts that we believe are needed but have been limited to abstract descriptions.
The document structure is the following. Chapter 2 provides the results of the state of the art analysis. Chapter
3 provides a discussion of the guiding principles in the derivation of the modeling recommendations from the
results of the state of the art analysis. It also defines the guidelines and the process in the definition of the
modeling features and a summary of the analysis of the gaps in existing models and technologies. Chapter 4
contains a (preliminary) description of the abstract modeling concepts that are required. Chapter 5 contains
the definition of the architecture patterns for safety and security critical systems and finally, Chapter 6 provides
examples of concrete implementations of the needed modeling concepts in the modeling languages that are
selected as applicable to the domains of interest.

1.1 Safety

A safety-critical system is a system whose failure or malfunction may result in death or serious injury to people,
loss or serious damage to equipment or environment. Relevant activities in safety-critical systems are:

• Safety requirements identification

• Safety measures definitions

• System safety evaluation

With the increasing complexity of embedded safety-critical control systems, safety is a key issue in automotive
system design and development. Safety standards such as ISO 26262 [74] for road vehicles, provide a reference
lifecycle to achieve functional safety of E/E systems, based on hazards identification/mitigation and risk analysis.
The objective of functional safety is to reduce the probability of failures to a given acceptable rate in presence
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of malfunctioning behaviors. Established techniques for quantitative evaluation of dependability are applied for
safety evaluation, like Fault Trees and Failure Mode and Effects Analysis.
Model-based development is a promising approach to handle upcoming issues with modern safety critical systems
[94]: it allows to manage the system complexity and several methods and tools for model-based safety analysis
have been developed.
In the automotive domain, the automotive industry adopts AUTOSAR as the reference architecture. Recently,
safety extensions have been added in AUTOSAR [18] to develop safety-related sub-systems that comply with
ISO 26262, complementing and integrating the specification of safety mechanisms in AUTOSAR. The extensions
provide new concepts, including the decomposition of safety requirements, the traceability and the allocation
of both safety requirements and safety mechanisms to elements of the system architecture. Traditionally, the
concern of safety is with the consequences of failures; however, since security attacks can have catastrophic effects
and can lead to violations of safety, security has been recognized as having an impact on safety. Security-aware
systematic approaches to evaluate the effects of security issues on system safety are required [82].

1.2 Time

In CPS (Cyber-Physical Systems), a large number of safety constraints require that the system reacts within
timing constraints to guarantee a timely reaction to a dangerous condition (such as the anti-lock braking system),
or to guarantee that the system goes back into a safe state or simply to ensure stability of the controls that
are implemented in the CPS. Given that time requirements play a special role in the general domain of safety
constraints and requirements and dedicated models and languages have been dedicated to the specification and
analysis of timing properties, they will be discussed in a separate section.
Multiple requirements belong to the general category of modeling languages for the specification and analysis
of timing constraints

• specify all the events that pertain to the domain of time and the computation semantics with respect to
time (timing semantics and timed events);

• ensure that a computation completes before its deadline (deadline constraints);

• ensure that a timing fault on a selected part of the application will not affect other parts of the application
(timing isolation).

Several notable sources of information exist for the definition of timing properties and constraints as well as
modeling languages and analysis and synthesis methods, and several conferences are dedicated to research in
the domain of real-time systems. Among those, are the Real-time systems symposium (RTSS) and the Real-
time and Embedded Application symposium (RTAS) and in general the other conferences that are part of
the CPSWEEK. Research on real-time systems can also be found in design automation conferences (like DAC
and DATE, that host sessions dedicated to automotive systems). More recently, a new line of research has
explicitly targeted Mixed-critical systems, with models and analysis algorithms that are aimed at the analysis
of systems in which a time- and safety- critical subsystem interacts with other non-safety critical systems by
explicit communication or simply by sharing resources.
Among the modeling languages and standards, the AUTOSAR modeling language is especially relevant for
automotive systems. Starting from its 4.0 release, AUTOSAR includes a metamodel definition for the specifi-
cation of some timing features. The UML/SysML language that aims at the definition of a general system-level
modeling languages for CPS has been extended for the needs of embedded and real-time systems by the MARTE
profile [3]. Other options include other ADLs (Architecture Description Languages) such as EAST-AADL [1].
Finally, many projects have explicitly targeted the definition of timing models and requirements, the analysis
of real-time systems and the development of mechanisms for predictable timing behavior. Among those the
TIMMO and TIMMO-2 projects provided the groundwork on which the AUTOSAR timing extensions are
based [2].

1.3 Security

The application of security methodologies and mechanisms to embedded systems follows the general guidelines
of security in general purpose computing, with a few differences. In general, security refers to several aspects of
systems. With respect to communication, security may refer to the following properties:

• ensure that a message comes from a trusted sender (authenticity);
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• ensure that the information has not been modified on the route from the sender to the receiver (integrity);

• ensure that a message is not a replay (freshness);

• ensure that data is not read by an unauthorized entity (confidentiality);

• the sender cannot deny that he is the author/sender/origin of the message (non-repudiation);

• prevent denial-of-service (DoS) attacks from malicious entities that disrupt the communication capabilities
(availability).

Authentication and integrity of sensitive data and protection from DoS attacks are necessary to protect correct
and safe functionality of vehicle systems by guaranteeing that the received data comes from the right ECU
(Electronic Control Unit) and has the correct value. Non-repudiation is usually of lesser importance in embedded
systems.
In the context of existing standards (such as the Controller Area Network, CAN), the standard configuration of
physical level implementations (the CAN protocol is broadcast and multi-master) offers very limited possibilities
for the prevention of DoS attacks and a significant change to the fundamental layers of the communication
standard would be required to deal with DoS attacks.
In the automotive domain, the security domains/requirements have been classified according to the architecture
hierarchy:

• Vehicle protection Refers to the need of protecting the entire vehicle from attacks coming from external
connections. The main objective is to protect the safety and integrity of the entire vehicle and the privacy
of the driver.

• Network protection Refers to the need of protecting the network of components and to guarantee the
integrity of communicated signals.

• Node (ECU) protection Refers to the need of protecting the data and state of the functions in execution
on an ECU.

1.4 Definitions and Terms

Additional definitions and terms that are used throughout this chapter are listed in this section. A good reference
source for security-related definitions is [97].

• ASIL Automotive Safety Integrity Level

• Authentication is a service related to identification. This function applies to both entities and informa-
tion itself. Two parties entering into a communication should identify each other. Information delivered
over a channel should be authenticated as to origin, date of origin, data content, time sent, etc. For these
reasons this aspect of cryptography is usually subdivided into two major classes: entity authentication
and data origin authentication. Data origin authentication implicitly provides data integrity (because if
a message is modified, the source has changed).

• AUTOSAR Automotive Open System Architecture

• ASW Application SoftWare

• BSW Basic SoftWare

• CAL Communications Abstraction Layer.

• CPS Cyber-Physical Systems, systems in which a computer system controls, interacts or monitors a
physical system.

• CSM Communications Security Module.

• Data integrity is the property whereby data has not been altered in an unauthorized manner since the
time it was created, transmitted, or stored by an authorized source. To assure data integrity, one must
have the ability to detect data manipulation by unauthorized parties. Data manipulation includes such
things as insertion, deletion, and substitution.

• Data origin authentication is a type of authentication whereby a party is corroborated as the (original)
source of specified data created at some (typically unspecified) time in the past. By definition, data origin
authentication includes data integrity.

SAFURE D2.1 Page 3 of 104



D2.1 - Arch. models and patterns

• EAST-ADL Electronics Architecture and Software Technology - Architecture Description Language

• EMF Eclipse Modeling Framework

• Entity authentication is the process whereby one party is assured (through acquisition of corroborative
evidence) of the identity of a second party involved in a protocol, and that the second has actually
participated (i.e., is active at, or immediately prior to, the time the evidence is acquired).

• FAA Function Analysis Architecture

• FDA Function Design Architecture

• Hazard A hazard is a potential source of physical injury or damage to the health of persons caused by
malfunctioning behavior of the item

• Hazardous Event A hazardous event is a combination of a hazard and an operational situation.

• MAC Message Authentication Code, a portion of a message that is added for the purpose of allowing
verification of the message data.

• Message authentication is a term used analogously with data origin authentication. It provides data
origin authentication with respect to the original message source (and data integrity, but no uniqueness
and timeliness guarantees).

• Operational situation An operational situation is a scenario that can occur during a vehicles life.

• PDU Protocol Data Unit.

• RTE Run Time Environment. A layer of software that is automatically generated by AUTOSAR tools
to provide the implementation of communication and scheduling in AUTOSAR systems.

• Safety goal A property or condition of a system or subsystem that needs to be asserted in order to
guarantee safety.

• Safety relevant failure failures that are identified during safety analyses to have the potential to lead
to a violation of a safety goal

• Transaction authentication denotes message authentication augmented to additionally provide unique-
ness and timeliness guarantees on data (thus preventing undetectable message replay).

• Unilateral/bilateral authentication: In unilateral authentication, one side proves identity. The re-
questing side is not even authenticated to the extent of proving that it is allowed to request authentication.
In bilateral authentication, the requester is also authenticated at least (see below) to prove the privilege
of requesting. There is an efficient and more secure way to authenticate both endpoints, based on the bi-
lateral authentication described above. Along with the authentication (in the second message) requested
initially by the receiver (in the first message), the sender also requests an authentication. The receiver
sends a third message providing the authentication requested by the sender. This is only three messages
(in contrast to four with two unilateral messages).

• WCET Worst Case Execution Time, of the code implementing a function or task executed without
interruption on a given CPU considering all the possible states and input values.
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Chapter 2

State of the art and Background

This chapter is dedicated to provide a summary of the state of the art with respect to the modeling requirements,
languages and standards for safe, secure and time critical systems. The purpose of the state of the art is twofold.
On one side, we aim at identifying modeling features (and analysis methods) that have already been defined
and/or proposed and can be successfully reused for our needs. Also, we plan to identify commonalities in the
approach or the requirements. At the same time we to plan analyze the standards to identify the constraints
that apply to our modeling features. The second motivation is to look into proposed analysis methodologies
and algorithms and to derive from them the modeling elements that are required to enable them.
The state of the art analysis will be provided in three main sections, the first section focuses on the results
that have been published as academic or otherwise technical papers in conference proceedings or journals. This
analysis will provide the scientific backbone, by collecting all the established methods and languages, and, at
the same time, aims at the definition of the forefront of the research activities in this domain. The second part
of the state of the art analysis focuses on the results of other projects, European, international or national, in
the same domain as those of Safure. Finally, the third part deals with the analysis of the existing standards, the
recommendations for modeling already developed by standardization bodies and the other standard constraints
that apply to our modeling definitions.

2.1 Related Projects, Scientific research, Technical papers

As for all the other sections, the analysis of the scientific state of the art is divided in the three domains of
safety, security and time.

2.1.1 Safety

There is an ever growing interest to implement functional safety in automotive industry to ensure the absence
of unacceptable risks in modern cars.

SAFE project

The SAFE (Safe Automotive soFtware architEcture) project [121] targets the definition and implementation of
best practices for the introduction of safety concepts in the automotive domain, with reference to the ISO 26262
[74].
In SAFE, the following objectives are considered:

• Failure error modeling and propagation to perform safety and cut-set analysis.

• Hardware and software COTS evaluation methods for safety test conformity and integration in safety
systems

• Clarification of needs via explicit elicitation of safety requirements and tracing

• Specification of criteria and methods for architecture safety evaluation

• Generation of safety case documentation

Several recommendations in SAFE refer to the needs of automatic code generation or are specific of the modeling
environment used for the description of the metamodel (and can therefore be made optional). Also, several
recommendations are beyond the original scope and can be better characterized as ”good modeling practices”.
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The project spans all the stages in the development cycle, in accordance with a model-based design methodology.
Safety analyses are the central topic during the system development to identify safety relevant failures that can
cause hazardous events, show implemented safety measures, and prove the effectiveness of the measures (see
Figure 2.1). Safety relevant failures (Safety critical failures in the figure) are random hardware failures
and systematic failures, typically representing design or coding errors, introduced by the development team. A
Hazardous Event (in the figure) is defined as a combination of a hazard with an operational situation. Safety
Goals are specified at the vehicle level to avoid the identified hazardous events. An ASIL (Automotive Safety
Integrity Level) is assigned to each Safety goal, according to the severity of hazardous events.

Figure 2.1: System development and Safety analyses ([124]).

Central to the ISO 26262 standard, is the concept of Item. In the standard, an Item refers to a specific system
or array of systems that implements a function at the vehicle level to which the safety lifecycle is applied.
Typically, the function is a safety-related function, with the potential to cause harm to people inside or outside
the vehicle. The Item definition is used as input for the execution of hazard analysis and risk assessment.
Based on the information given in the Item and the results of the Hazard Analysis and Risk Assessment
(in the figure), the safety goals are described as functional safety requirements and allocated to architectural
elements of the item. Based on the ASIL allocated to the safety goals defined at the vehicle level, a hardware
evaluation criterion (in Hardware evaluation criteria) for the affected hardware component is selected.
With reference to the SAFE system architecture shown in Figure 2.2, the vehicle level describes the context of
the item as well as the architectural splitting up to several Items; the Item level describes the functionality of
the item as well as the splitting up to several (sub)systems; the (sub)system level describes the architectural
elements of the system. A system consists of components that are in general characterized by having a sensor, a
controller and an actuator. The allocations of elements to software and hardware components, and the interfaces
between the components are defined within this level; the Software level contains the architectural splitting of a
software system to software partitions, software components and units; the Hardware level contains the splitting
of the hardware system to hardware components and hardware parts.
The Item level contains different views of the item: the Item Feature view, that identifies all the safety relevant
features of the item; the Item Element view, that identifies all the architectural elements that are used for
the item; and the Item Failure view, that reports all identified failures caused by architectural elements or
development team members.
The Functional Safety concept is among the main features of ISO 26262. The safety concept is initially created
during the concept phase and subsequently refined during the product development at the system level. The
Functional Safety concept describes the safety measures (Safety Measure in Figure 2.1) that are needed to avoid
the violation of the safety goals (i.e., the features to detect and handle safety relevant failures). The Technical
Safety concept identifies specific technical solutions to the safety measures identified in the Functional Safety
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Figure 2.2: SAFE basic system architecture ([124]).

concept (Technical solutions in Figure 2.1).
In addition to safety measures, the Functional Safety concept describes fault tolerance mechanisms, and the
allocation of the safety measures to the involved architectural elements.
Traceability of safety requirements is supported in SAFE by the concepts of requirement links and requirement
allocations. They are both used for refining safety requirements and associating safety requirements with
artifacts of the architecture.
In detail, the project targets the following safety-related activities :

• Hazard analysis and risk assessment

• Functional safety concept

• Specification of technical safety requirements, which is further divided into

– Hardware safety requirements

– Software safety requirements

At the end of the conceptual stage (Hazard analysis and risk assessment, Functional safety concept), the
SAFE project produced a set of deliverables that define metamodels for the safety-case evaluation and the
documentation of vehicle architectures (and/or subsystems).
The metamodel produced by the SAFE project is meant to be generic and not tied to any specific language or
technology but adaptable to all of them, as shown in Figure 2.3.
The metamodel is based on experience gathered from the automotive domain and other domains, and on
existing techniques and modeling languages, such as EAST-ADL for functional abstraction and AUTOSAR for
the software component and hardware abstractions. Moreover, the ReqIF format (Requirements Interchange
Format) is used for the specification of requirements.

The SAFE metamodel.

The SAFE metamodel is structured in the following packages:
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Figure 2.3: The SAFE metamodel structure and organization ([121]).

• CommonStructure: This is a technical package that defines the basic structures

– AUTOSARInstanceRefs.:to enable the referencing of AUTOSAR InstanceRefs from the SAFE meta-
model

– DataTypes: for all the types of data

– FormulaExpression: for the definition of a formula language to describe the error propagation

– References: to enable linking and using external metamodels

– SafetyExtensions: for the defintiion of several abstraction level-specific safety extensions of the SAFE
metamodel

• Configuration: containing the definition of elements related to variant management

• ErrorModel: for the description of Basic component failures and the results of safety analysis

• Hardware: for the defintion of safety extensions at the hardware level

• Hazards: for the definition of hazard, risk, event, controllability

• Requirements: provides links to a requirements perspective and extends safety elements enabling the
requirements traceability that are necessary to fulfil a safety process

• SafetyAnalysis: for the safety analysis that aims at the identification and classification of malfunctions

• Software: for the definition of safety extensions at the software level

• System: for the defintion of safety extensions at the system level

In particular, the SAFE metamodel uses elements from foreign metamodels (e.g. EAST-ADL, AUTOSAR),
located in the package CommonStrucure/References. The referenced element appears in the SAFE metamodel
with the same name as the name in the original metamodel.

SAFE metamodel for system and software level modeling.

Figure 2.4 summarizes the safety extensions and packages specified for the SAFE metamodel at the system and
software level.
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Figure 2.4: Safety extensions and packages specified at system and software level ([124]).

Figure 2.5: The SAFE metamodel for hazards and risks ([124]).

The starting point for the metamodel is the safety-related Item under development according to the definitions
of the ISO 26262 framework. The set of modeling concepts is extremely large and will only be summarized here
for the portions of interest.
As an example, the SAFE metamodel for hazards and risks modeling is shown in Figure 2.5. The item features
are modeled by the feature model that is part of the vehicle level (FeatureModel class). The Hazard class
identifies hazards. The OperationalSituation class specifies the operational conditions that include the driver
(e.g, gas pedal position), the environment (e.g. nearby obstacles) and other participants (e.g. pedestrians). The
HazardousEvent class represents an event that is the combination of a hazard with an operational situation.
The attributes of the class are consequences, the hazard classification, exposure, controllability and severity.
The RiskDescription class relates to the risk analysis. The probability of exposure is computed only for
operational situations. The classification ranges from Incredible to High probability. The severity classification
is taken from ISO 26262.
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The SAFE metamodel for Functional safety is shown in Figure 2.6. This metamodel specifies the parts that are
needed to model the functional safety concept defined in the ISO 26262.
The FunctionalSafetyRequirement class specifies the measures that are needed to avoid the violation of
safety goals. In addition, the Functional Safety package describes the safe state for the specified goals, and the
allocation of the safety measures to the involved architectural elements. The traceability of the features that
causes the failure and the safety measure to handle the failure are part of the functional safety concept.

Figure 2.6: The SAFE metamodel for Funtional Safety ([124]).

The Technical safety metamodel (in Figure 2.7) specifies the safety mechanisms aimed at the detection and
control of random hardware failures and at the avoidance or mitigation of systematic failures. The package
contains the specification of the technical solution that is put in place to realize the specified safety mechanisms.
Technical safety requirements are allocated to architectural elements and ensure traceability. The metamodel
specifies the specific technical solutions based on the functional safety concept. It contains the hardware software
interface (HW-SW Interface in Figure 2.2) specification (HardwareSoftwareInterfaceSpecification class)
and the technical safety concept (TechnicalSafetyRequirements class).
The SAFE metamodel for the Error model is shown in Figure 2.8. The Error model is a container for all the
artifacts that are needed to describe the error model of an architectural element: malfunctions, error types and
error behaviors. Malfunctions and failures propagate through the complete system model, using the concept of
fault failure propagation link (FaultFailurePropagationLink class).
Figure 2.9 shows the Error model prototype as specified in SAFE for a concrete function instance.
The SAFE metamodel in Figure 2.4 includes the packages:

• System Package
contains the extensions that are needed to cover a safety architecture at the system level. In addition
to the Functional safety extensions and the Technical safety extensions, the package contains the Safety
measures and mechanisms to avoid, mitigate, detect or control safety relevant failures.

• Software package
contains the elements for the definition of the safety architecture at the software level. The schema for a
generic safety relevant architecture element at the software level is shown in Figure 2.10. In particular,
software safety requirements are derived from the technical safety requirements and are drive the software
development. Software partitions are identified to satisfy the independence of safety requirements. SW
partitions (Software Partition 1, Software Partition 2) are designed with sufficient independence to ensure
that a software feature realized in one partition cannot compromise a software safety requirement defined
for any other software partition.
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Figure 2.7: The SAFE metamodel for Technical Safety ([124]).

Figure 2.8: The SAFE metamodel for the Error model diagram ([124]).

In addition, software safety mechanisms are allocated to the architectural elements at the software level.
Software verification is planned following the activities of software unit testing, software integration and
testing, verification of software requirements, verification of calibration/configuration data, and others.
AUTOSAR elements are integrated into the software architecture as shown in Figure 2.11 in which the
AUTOSAR modeling entities appear in place of the generic concepts of Figure 2.10. Before the integration
of the software components, each AUTOSAR SW-Component must qualified to provide evidence for its
safe use.
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Figure 2.9: Error model prototype ([123]).

• Requirement Package
contains the categorization of safety requirements into groups: Functional Safety Requirements, Technical
Safety Requirements, Software Safety Requirements and Hardware Safety Requirements. Moreover, each
safety requirement is assigned a sub-category that specifies the use case of the requirement (e.g, the
sub-category Process means that the requirement describes safety relevant verification methods; and the
sub-category Product means that the requirement specifies the technical solution to fulfil safety goals).

Safety goals are evaluated and classified according to ASILs. In the assignment of the ASIL level, three pa-
rameters are considered: exposure (how often people involved may be put at risk), controllability (how well the
individuals involved can handle the problem) and severity (seriousness of the consequences). Safety goals are
implemented in accordance with the classified ASIL, and each system design element inherits the highest ASIL
from the technical safety requirements that specify mechanisms realized in the elements, as shown in Figure
2.12. If an element of an AUTOSAR specification is characterized by an ASIL level, the element is in the scope
of an ISO 26262 development.

SAFE metamodel for Hardware modeling.

At the HW architectural level, hardware subsystems and components are split down to the level of the hardware
elementary elements.
The basic steps in the hardware modeling are [122]:

• Capture the Hardware Technical Safety Concept;

• Complete the HW Component Failure Propagation on the Hardware Architecture;
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Figure 2.10: Software architecture element ([124]).

Figure 2.11: Integration AUTOSAR element and SW-architecture ([124]).

• Define the target values for all the HW Components and calculate the corresponding metrics;

• Define the Hardware Part Allocation and Malfunction;

• Develop the Electronics Schematic (by capturing all electronic Hardware Parts as Hardware Elements in
AUTOSAR);

• Perform the Electronic FMEA and evaluate its contribution to the HW Component malfunctions;

• Verify the Component Metrics and the Probabilistic values.

In particular, in the Failure propagation on hardware architecture step, the following activities are executed:
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Figure 2.12: ASIL allocation to system design elements ([124]).

• 1) classify the character of the failure and the contribution of each fault by using the cut-set order and the
coverage of a safety requirement with the specification of the diagnostic coverage of each safety mechanism;

• 2) tag each failure as Single Point, Residual, or Multiple Point Latent;

• 3) Identify the primary Hardware Safety Requirements based on the top-level malfunctions of the HW Ar-
chitecture. The primary Hardware Safety Requirements shall prevent the occurrence of the malfunctions
of the Hardware Components.

In AUTOSAR, the ECU Resource Template contains the elements to represent the hardware-related part of the
system, as shown in Figure 2.13. An ECU is defined as a nested HwElement, connected by their HwPins,
and HwPinGroups, to represent all Hardware Parts and to define a complete ECU electronic schematic at
the hardware electronic design level.
The Hardware Package defines the extensions for the hardware part, as represented in Figure 2.14. It consists
of the following sub-packages:

• FailureFormula
contains all the equations that are necessary for the evaluation of the hardware architecture

• Failure
describes the failure mode of the hardware component

• FailurePart
describes the failure mode of each hardware part

• HWQuantitativeMeasure
for the definition of the required quantitative safety analyses

• HWArchitectureMetrics
for the calculation of hardware architectural metrics

• ProbabilisticMethods
for the description of the residual risk of each safety goal due to random hardware failures. This package
contains the definition of probabilistic metrics for random hardware failures (PMHF) and failure rate
class methods (FRC).
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Figure 2.13: AUTOSAR ECU Resource Overview ([122]).

Figure 2.14: Hardware package overview ([122]).

As an example, Figure 2.15 shows the diagram for the HWQuantitativeMeasure package, which gives an
overview about the quantitative analyses.
Given a Safety goal, the class HWQuantitativeFailureAnalysis represents the container for all the quantified
failure analysis methods (HWArchitecturalMetrics class and HWProbabilisticValue class).
The HWArchitecturalMetrics class collects the hardware architectural metrics: the single-point fault metric,
that describes the robustness of the hardware architecture to cope with single-point and residual fault (HWS-
inglePointFaultMetric class), and the latent fault metric, that describes the robustness of the hardware
architecture to cope with multiple-point latent faults (HWLatentFaultMetric class).
HWProbabilisticValue is the class for storing the results of one of the two probabilistic methods: Probabilistic
Metric for random Hardware Failures (HWPMHF class) or Failure Rate Class ( HWfailureClassContainer
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Figure 2.15: Hardware Quantitative Measure diagram ([122]).

class).
The attribute calculatedValue of the HWPMHF class is the result of the calculation of the PMHF. The
attribute rationaleDedicatedMeasures shall allow defining a rationale for the dedicated measures applied to the
design. The exposureTime attribute is the duration of the exposure used in the simplified computation of the
PMH. The attribute rationaleExposureTime is for the Documentation of the rationale for the definition of the
Exposure Time.
The HWfailureClassContainer class stores all the hardware element failure class results and the associated
assumptions for the saving of the cut-set cut context as recorded in its attributes. The attribute rationaleCutSet
provides a textual rationale for the number of relevant cut-sets and relevantCutSet stores the number of relevant
cut-sets.

Threats and risk analysis

Safety-critical systems are vulnerable also to security threats. The identification of security threats as faults
appeared as early as in 2004 in the paper by Avizienis et al. [24]. This paper represents the result of an effort to
bring together the common strands of dependability and security. In the paper, faults are classified according to
viewpoints: one of the viewpoints distinguishes between nonmalicious and malicious faults (faults introduced
with the objective to cause harm to the system). Malicious faults are grouped into two classes: Malicious
logic faults that encompass development faults and Intrusion attempts that are operational external faults.
As new functionalities and technologies are introduced in automotive industry, a security-aware safety develop-
ment process has become a crucial factor. In [95], the authors present an approach to safety evaluation that
is a combination of the automotive hazard analysis and risk assessment (HARA) with the STRIDE approach
typical of the security domain (a threat modeling approach that uses six security threat categories to review
system design). During the hazard analysis and risk assessment (HARA), the evaluation of the safety is ob-
tained by transforming the complete system error model into the input for a standard quantitative evaluation
tool [43], and the safety analysis process follows a standard approach as shown in Figure 2.16. Problems caused
by malicious attacks are not addressed by HARA within the ISO 26262 standard, although such attacks may
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pre-empt a safety strategy.

Figure 2.16: Overview of the safety analysis process ([43]).

The STRIDE threat model provides a way to methodically review system designs and highlight security design
flaws. The proposed SAHARA (Security-Aware Hazard Analysis and Risk Assessment) method allows the
evaluation of the impact of security issues on safety at the system level. In the same work, threats are quantified
with reference to the ASIL analysis, according to the Resources and Know-How that are required to define threats
and the Threats Criticality, see Figure 2.17. The impact of the threat on the system determines whether the
threat is safety-related or not. If the threat is safety-related, it will be analyzed and the resulting hazards will
be evaluated. The Common Criteria (CC) standard [42] was developed to facilitate the security evaluation
of information technology products. This standard provides a common set of requirements for measuring the
assurance of a product during a security evaluation. In particular, the CC addresses the protection from three
main security aspects: unauthorised disclosure, modification, or loss of use.

Figure 2.17: SAHARA method: Required Resources, Know-How and Threat Criticality ([95]).

In the EVITA Project [55], parameters for the risk analysis are determined using attack trees. The root of an
attack tree is an abstract attack goal and its children represent possible attack objectives that could satisfy
the attack goal. Attack objectives are decomposed into a number of attack methods and an attack method is
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further decomposed into a logical combination (AND/OR) of attacks against one or more assets. The attack
method with the highest attack probability can be identified and specific countermeasures can be applied to
reduce the risk level. For safety-related security risks, the risk level is determined by a combination of the
following measures:

• Severity,

• Attack probability and

• Controllability (potential for the human response to influence the severity of the attack).

The classification of Severity separates different aspects of the consequences of security threats: operational
(interference with functions that are not safety-related), safety (interference with safety-related functions),
privacy (driver privacy or reputation for manufactures) and financial (financial losses). These components may
have different ratings from 0 to 4, as shown in Figure 2.18.

Figure 2.18: Severity classification scheme ([55]).

The attack probability is computed in terms of the difficulty of mounting a successful attack, according to a
parameter defined as ”attack potential”. The attack potential is a measure of the minimum effort to create
and carry out a successful attack and it is obtained as the combination (sum) of a number of indexes related
to several characteristics or aspects. The following aspects are analysed: the Elapsed Time (total amount of
time for the attack), the Specialist Expertise (the required level of knowledge to carry a successfull attack), the
Knowledge of the system (the specific expertise in relation to the system objective of the attack), the Window
of opportunity (the required amount of off-line and on-line access to the system) and the Equipments (other
equipment required). Different levels are identified for the previous factors and Table 2.19 associates numeric
values with each level.
The attack potential that is required to exploit the attack is obtained by adding up the corresponding values from
the table in Figure 2.19. This value is used in Figure 2.20 to classify the attack potential into 5 classes (Basic,
Enhanced-Basic, Moderate, High and Beyond High), and to define a measure P of the attack probability using
a numerical scale ranging from 1 to 5: the attack probability is higher for easier attack (Basic attack potential),
and lower for more difficult attack (High attack potential).
An attack method may involve attacks against one or more assets combined with AND or OR relationships.
We have an AND relationship if an attack method requires a conjunction of asset attacks; we have an OR
relationship if an attack method can be implemented using anyone of a number of asset attack. For AND
relationship, the combined attack probability is taken to be the lowest of the attack propabilities Pi for each
contributing attack: min{Pi}.
For OR relationship, the combined attack probability is taken to be the highest of the attack propabilities Pi

for each contributing attack: max{Pi}.
The Controllability represents the potential for the human response to influence the severity of the attack. Table
2.21 reports the classification for controllability (a qualitative measure is assumed).
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Figure 2.19: Rating of aspects of attack potential ([55]).

Figure 2.20: Rating of attack potential ([55]).
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Figure 2.21: Classification for Controllability ([55]).

Finally, in EVITA, Controllability, Severity and Attack probability are mapped to qualitative risk levels, ac-
cording to the table in Figure 2.22. In the table, class R0 denotes very low risk levels, while class R7+ denotes
levels of risk that are unlikely to be considered acceptable (high severity classes, high attack probability, low
controllability) [55].

Figure 2.22: Risk graph ([55]).

The attempt in Evita di provide a treatment of threats that is, at least in principle, similar to that of faults
in safety tree analysis is interesting. However, there are several issues with the approach. Clearly, the scope of
the proposed method is to provide an early assessment, mostly of qualitative nature, but in consideration of a
possible move towards a more accurate quantitative analysis it should be noted that the values in the table of the
ratings of the attack potentials are actually a representation of a set of probabilities (that the attacker has the
right level of expertise, or equipment and so on). Of course it is still an open issue on whether these factors can
actually be expressed as probabilities with sufficient accuracy, but regardless of the problem in the definition of
the values, what they are representing is indeed a measure of probability. If this is the case, clearly probabilities
cannot be combined using sums, minimum and maximum operators. Hence, while the classification of the attck
potentials and the definition of a threat tree is surely interesting, the numerical values and the methods to
combine them show clear opportunities for improvement.

2.1.2 Time

A real-time computing system is a computing system which is characterized by the fact that for a successfully
performed computation (1) the computational result needs to be functionally correct, and (2) the computational
result must be delivered in time. The imposed timing constraints most often result from the interaction of the
real-time computing system with its physical environment, for instance, if it serves as a control system. The
dynamics of the controlled system then determine the permissible temporal behavior of the real-time computing
system. According to [85], the two temporal requirements that need to be specified for a classical real-time
system are (1) the response time i.e the maximal or exact distance between an event and the resulting response,
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and (2) the repetition pattern of an event type. Further temporal restrictions for a real-time system, however, may
be relevant such as the (a)synchronicity of events of different type. Also recent approaches specify probabilistic
or weakly-hard constraints [112] for real-time systems.
To include timing constraints in the modeling of computing systems, a large variety of formalisms has been
developed which may be classified and evaluated using an appropriate taxonomy. In the following paragraphs,
we present the taxonomy proposed by [60].
Subsequently, major modeling languages are presented which are capable of expressing temporal characteristics
of systems. They are described and evaluated according to the previously introduced taxonomy. Following [60],
we address operational time modeling languages and descriptive time modeling languages. Operational languages
use the concept of system state evolution to describe dynamic system behavior, whereas descriptive languages
formally define static and dynamic properties of the modeled system.

Taxonomy

In this section, we present the taxonomy which has been proposed by [60] for the classification of modeling
languages describing the dynamic behavior of computing systems.

Time Domains The time domain used by a time model may be discrete or dense, hybrid time models use
both discrete and dense time domains.
A discrete time domain is described by a set of discrete points in time. It is a suitable time domain to describe
clocked computing systems where the system behavior evolves on the basis of ticks which can be counted using
the discrete set of natural numbers N or integers Z. A dense time domain is a totally ordered set under < such
that for every two points t1, t2 with t1 < t2 there is a point t3 such that t1 < t3 < t2. A continuous dense set S
has the property that any non-empty subset S1 of S that has an upper bound must have a least upper bound in
S1. A prominent example for a continuous dense set is the set of real numbers R. A non-continuous dense set
is the set of rational numbers Q. Real numbers are classically used in mathematics and are suitable to convert
even incommensurable time units, rational numbers are used in numerical algorithms due to their finite amount
of digits and are suitable to convert commensurable time units.

Ordering vs. Metric If the time domain has a metric structure, then a distance d(t1, t2) ≥ 0 between any
two points t1, t2 can be defined. A common and intuitive definition is d(t1, t2) = ‖t1 − t2‖ for the popular time
domains N,Z,Q,R (quantitative temporal constraints).
Alternatively, if the time domain has no metric or the modeling language does not allow to use metrics, events
can be ordered by their occurrence (qualitative temporal constraints).
The full specification of real-time systems requires typically the use of metric constraints.

Linear vs. Branching Time Models A linear behavior is a system behavior which evolves from a
given state at a given time in a unique manner, i.e. over a linear sequence of states. A branching behavior is
a system behavior which evolves from a given state at a given time to different successor states depending (1)
on the future inputs in case of a deterministic system, or (2) on arbitrary choices in case of a non-deterministic
system. Since such a behavior can be depicted as a tree of system states, it is referred to as branching behavior.
Linear time models describe temporal constraints for linear behaviors, whereas branching time models describe
temporal constraints for branching behaviors.

Implicit vs. Explicit Time Reference Language with implicit time references do not use time quanti-
ties, e.g. specified temporal distances, in the formulation of timing constraints as do explicit languages. Rather
they use implicit terms like “current time” or “sometime in the future”.
Implicit time references allow the compact and elegant modeling of time-invariant systems.

Time Advancement Due to the assumptions of a time model, i.e. the assumption of state transitions in
zero time, it can happen that the behavior of the modeled system does not progress past a certain point in time.
The reason is that an infinite computation is performed in finite time which is called the time advancement
problem.
The time advancement problem can be solved by two approaches. In the a priori approach, the modeling
language is defined in such a way that no time advancement problems can occur. In the a posteriori approach,
time advancement problems are spotted once the system has been modeled and only then the model is adapted
such that this physically impossible behavior is eliminated.
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Concurrency and Composition The interaction of concurrently working system components may be
synchronous and/or asynchronous. In the asynchronous case, in contrast to the synchronous case, the state of
evolution of components is not coupled to distinct points in time and each component is allowed to perform its
computation at its own unrelated speed.

Analysis and Verification The expressiveness of a time modeling language describes the ability of the
language to classify behaviors by properties. The more properties a language can describe, the more it can
differentiate between behaviors. Expressiveness and decidability are antagonistic, where decidability describes
whether a specified model can automatically, i.e. algorithmically, be tested against its requirements.
Verification techniques may broadly be classified into exhaustive enumeration techniques and syntactic trans-
formations. Exhaustive enumeration techniques explore automatically (1) an operational model of the system
or (2) all possible system realizations which are conform to the required property. Techniques based on syntactic
transformations successively apply logic deduction schemes until the requirements are shown to be equivalent
to the system specification.

Operational Modeling Formalisms

In this Section, operational modeling formalisms are presented which are capable of describing the dynamics of
computing systems. Operational modeling formalisms, in contrast to descriptive formalisms treated in Section
2.1.2, are based on an evolutionary view of the system where deterministic or non-deterministic state transitions
determine the system behavior. This section is based on the comprehensive survey of Furia et al. [60].

Synchronous Abstract State Machines Synchronous abstract state machines are an alternative way to
model dynamic systems if the classical mathematical theory of system dynamics is not suitable. This is usually
the case if the system to be modeled is not sufficiently specified for an equation-based state-space representation
or if it does not require such a detailed description.
Synchronous abstract state machines introduce a number of abstractions, particularly (1) a discretized time
domain based on clock ticks, (2) a clock-synchronous system evolution, (3) a discretized state domain, and (4)
zero-time state transitions.

• Mealy- and Moore State Machines Mealy state machines [96] and Moore state machines [100] are
the classic formalisms to describe sequential computations. Both formalism are based on a discrete time
domain and allow qualitative time modeling. Due to their simple structure, they are suited for automatic
verification. The most important verification method is model checking.

• Infinite-Word Finite-State Automata Infinite-word finite-state automata extend the applicability
of synchronous abstract state machines to the description of reactive systems. Reactive systems are
characterized by non-termination, since they continuously interact with their environment, and also by
non-determinism. Infinite-word finite-state automata can model these properties since they are non-
deterministic finite-state automata capable of handling infinite input words under a defined acceptance
condition. The most prominent example is the Büchi automaton.

• Statecharts Statecharts [66, 68], a graphical modeling formalism, allows to model the synchronous
concurrency of finite-state automata which are composed in parallel. It also introduces mechanisms
for hierarchical abstraction. Statecharts can model non-deterministic behavior by using (1) mutually
exclusive transitions with the same input label, (2) states with timeouts, and (3) XOR compositions of
modules. Various automatic analysis tools are available [67, 34, 62].
Related to the classical statecharts are UML statecharts [105] and the modeling language Esterel [33].

• Timed Automata Timed automata are based on finite-state automata with the addition of real-valued
clock variables which increase as time elapses [12, 31]. Timestamped inputs cause a state transition
if clock-related constraints are fulfilled. A state transition may be associated with the reset of clock
variables.
Timed automata dispose of a continuous metric by the introduction of the real-value clock variables,
however, at the same time the original discrete notion of time connected with input/state-sequences
prevails. The semantics of deterministic as well as non-deterministic timed automata are based on linear
time models which describe runs i.e. input/state-sequences. The verification problem can be reduced to
a finite abstraction of a timed automaton [13], tools are available such as UPPAAL [88], Kronos [146].
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Petri Nets Petri nets constitute a popular graphical modeling formalism for asynchronous and heterogeneous
systems [110, 109]. A variant, transition diagrams, are part of the UML standard [105]. Petri nets focus on the
act of communication, which is modeled by the flow of tokens, and not on the transferred data. This restriction
to the consumption and emission of tokens reduces the complexity of the concurrent system behavior to be
described [76].
Petri nets are capable of describing non-determinism inherent to concurrency since the transfer (“firing”) of
tokens between places via enabled transition happens non-deterministically i.e. the transfer may take place or
not. Thus Petri nets describe branching-time behaviors. A Petri net has no metric structure such that only a
qualitative temporal description in the sense of a total or a partial order of events (firing of transitions) can be
defined.
In order to dispose of a time metric, so-called Timed Petri nets have been introduced [38]. A popular variant
proposed by [98] annotates transitions with the minimum and maximum time that may pass between the
enabling of a transition and the firing of a token.
Due to their good expressivity, which may even be enhanced by extensions, Petri nets are hard to analyze
and verify and the related reachability problem may become undecidable. A comprehensive survey of tools is
provided by [133].

Descriptive Modeling Formalisms

A descriptive modeling approach specifies a system by the formulation of its behavioral properties using a logic
or algebraic formalism and abstracting from the functional and structural aspects of the system. The section
on temporal logics is based on the survey of Bellini et al. [30]. The section on algebraic formalism is based on
Furia et al. [60].

Temporal Logics Temporal logics are derived from modal logics. Formulas are built from atomic formulas,
Boolean operators and temporal modal operators. The truth or falsity of a formula is time-dependent.
The expressivity of a temporal logic increases with its order. Point-based temporal logics order events by the
their instants of occurrence, and in order to express time intervals quantifiers (∃, ∀) are used. Interval-based
temporal logics are more expressive in the sense that the occurrence of an event may be related to a time instant
as well as an time interval. Also relationships between time instants as well as time intervals can be specified.
Logic formulas are either interpreted over linear (one future) or over branching temporal structures (several
possible futures) which impacts the properties of decidability and executability of the logic. If a metric of time
is defined, events can not only be ordered in time but also quantitative time constraints can be formulated. The
problem of finding a decision procedure which identifies whether a temporal logic formula is satisfiable/valid or
not, is called logic decidability problem. Logic decidability becomes often impossible with increasing order of
the logic theory. If a deductive system exists, i.e a set of axioms and deduction rules, the prerequisite is given
that the conformity of the specification with the requirements can be proven automatically. A temporal logic is
executable if the specified system can be simulated. Time is implicit in a temporal logic if the truth of a formula
depends on the instant of evaluation, otherwise it is explicit.

Algebraic Formalisms Process algebra is an algebraic formalism suitable to describe concurrent
and reactive systems. The behavior of a system is defined by the (sequential, alternative, concurrent)
composition of processes, i.e. the composition of elementary behaviors. Mathematically speaking, a
process algebra is any structure satisfying the axioms given for the basic operators. A process is an
element of a process algebra. By using the axioms, calculations can be performed with processes [77].
These calculations are the basis for formal system verification.
Basic process algebras are based on a discrete time domain and can specify qualitative time constraints.
Extended versions, however, have a notion of dense time and/or dispose of a time metric metric.
Algebraic expressions are evaluated over linear time structure, yet deterministic behavior can be
modeled.

Heterogeneous Frameworks

Timing Augmented Description Language 2 (TADL2)

This section is based on the specification document for TADL2 [134].
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Table 2.1: Comparing Features of Temporal Logics [30]

Metric for
Funda- time/
mental Quantitative Logic Logic

Logic time Temporal temporal decida- Deductive execu- Ordering Implicit
Logic order1 entity2 structure3 constraints4 bility4 system4 tability4 events4 Explicit5

PTL P P L N Y Y Y Y I
Choppy P P L N Y (Y) (Y) Y I
BTTL P P B N Y Y Y Y I
ITL P I L N (Y) (Y) (Y) Y I
PMLTI P I L/B N (Y) NA NA Y I
CTL P P B N Y NA NA Y I
IL P I L N Y NA NA Y I
EIL P I L Y Y NA NA Y I
RTIL P I L Y Y NA NA Y (I)
LTI 2nd I L N Y Y NA Y (I)
RTTL 1st P L (Y) N Y NA Y E
TPTL P P L Y Y Y NA Y (E)
RTL 1st I L Y N NA NA Y E
TRIO 1st P L Y N Y (Y) Y I
MTL 1st P L Y (N) (Y) NA Y I
TILCO 1st I L Y (Y) Y (Y) Y I

1P = propositional, 1st = first order, 2nd = second order;
2P = point, I = interval;
3L = linear, B = branching;
4N = no, (N) = no in the general case, Y = yes, (Y) = yes in some specific case, NA = not available;
5I = implicit, E = explicit.

For the timing modeling in the context of the SAFURE project, the work that has been undertaken
in the TIMMO (TIMing MOdel) project and the follow-up TIMMO-2-USE (TIMing MOdel - TOols,
algorithms, languages, methodology, and USE case) project is of high relevance.
The TIMMO project has proposed the Timing Augmented Description Language (TADL) and a
complementary methodology which aimed at integrating timing aspects into an EAST-ADL2 and AU-
TOSAR 3.0 based development processes. The proposal has been successful and was incorporated
into the AUTOSAR 4.0 standard. The TIMMO-2-USE project extensively evaluated existing timing
modeling approaches and languages [134] and, driven by requirements from industrial use cases – es-
pecially from automotive domain, proposed the Timing Augmented Description Language 2 (TADL2)
which is capable of expressing a wide range of required timing properties and timing constraints. In
contrast to TADL, TADL2 includes symbolic timing expressions, multi-clock definitions, probabilistic
timing information and timing constraints for different system modes [107] while still being compatible
with EAST-ADL and AUTOSAR. For TADL2, a metamodel is available which easily integrates with
EAST-ADL and AUTOSAR UML-based metamodels.
The suitability of TADL2 for real-world use cases combined with its possible integration in an industrial
development process makes it a very attractive means of time modeling.
The conception of time in TADL2 is logical time which is related to the occurrence of events during
the run time of the system. In fact, the time model of TADL2 is a specialization of the time model
of the UML Profile for MARTE [63]. According to the TADL definition, an event denotes a distinct
form of state change in a running system, taking place at distinct points in time called occurrence of
the event [134]. An event may either be

(1) an event as defined in AUTOSAR (AUTOSAREvent),
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Figure 2.23: Organization of Basic TADL2 Elements [134]

(2) an event as defined in EASTADL (EASTADLEvent),

(3) an event occurring when the system mode is changed (Mode Event)

(4) any other event originating from the system environment (ExternalEvent).

Two events which have a causal relation, one event representing a stimulus and the other event the
response, are summarized in an event chain. Events and their causal relations specified by event
chains constitute the description of timing in the system. Timing requirements are formulated in
so called timing constraints whose validity may depend on the system mode. A timing constraint
references events, event chains and timing expressions. A timing expression defines a duration such
as a delay, period, jitter or a tolerance duration.

While TADL has only an implicit notion of a time base, TADL2 is able to differentiate between a set
of multiform time bases. A time base is characterized by a discrete and totally ordered set of instants
which correspond to the occurrences of events the time base is associated with. The part highlighted
in blue in Figure 2.24 illustrates that a time base is characterized by a dimension that defines the set
of units that can be used to measure a duration. Each unit of the set can be converted to the other
by using an appropriate factor and offset in a linear relation.
Time bases can be related to each other either statically or dynamically and the time base relations
may be used to convert time expressions between different time bases, this is depicted in the red
marked part of Figure 2.24.
A timing expression may either be a ValueTimingExpression, a VariableTimingExpression or
a SymbolicTimingExpression – see the part of Figure 2.24 which is highlighted in green. A Value-
TimingExpression is the simplest type of timing expression consisting of a constant float value in the
unit of a time base. In contrast, a VariableTimingExpression represents a free variable or constant.
A SymbolicTimingExpression is the most comprehensive type of timing expression which allows to
define algebraic operations (addition, subtraction, multiplication, division) on VariableTimingExpres-
sions from multiple time bases.
The vast majority of timing constraints in TADL2 refer to delays between a pair of events, rep-
etitions of a single event and the synchronicity of a set of events. Moreover, probabilistic timing
constraints and weakly-hard timing constraints are defined. Probabilistic constraints often re-
fer to a timing property which has to fall in a certain time interval with a probability given by the
associated probability distribution. A weakly-hard constraint imposes that the behavior must at least
m out of k consecutive occurrences fulfil the constraint.
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Figure 2.24: Timing Expression [134]

Mixed Criticality

In recent years, there has been a growing interest of the community on real-time research on the topic
of scheduling and resource management for mixed criticality. The motivation for this research is the
opportunity of integrating onto the same hardwrae platform and under the control of the same set of
schedulers and resource managers computations with different criticality level.
One of the first references is the work in [118, 117] where the authors, inspired by the levels of criticality
identified by the DO-178B and ISO26262 standards (with its SIL levels) propose a model in which
computation tasks are indentified by an activation pattern, a deadline, a priority, a criticality level (an
integer value) and a vector of worst case execution time assumptions, one for each criticality level. The
rationale is that more stringent criticality levels may require more pessimistic assumptions and lead
to a larger estimate of the WCET. The immediate implication of this model is that each schedulable
entity (tasks or threads in the papers in the literature, but the concepts can be extended to functions)
is characterized by a vector of WCET values.
In subsequent papers this model has been retained or simplified, with the authors of other papers,
such as [49] and [5] assuming only two criticality levels.
A different model has been presented in [25], where the authors also assume a degraded mode of
operation of processors (such as, for example as a consequence of overheating) and study scheduling
policies that allow to guarantee the critical load even in presence of reduced capabilities.
In essence, aside from the details of the scheduling policies, the model assumed by these papers is
relatively simple.
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Time budgeting

If a real-time application is executed on a distributed computing system, its tasks are typically mapped
on several system resources for efficiency reasons. To verify whether the end-to-end deadline (time
budget) of the application is met, a schedulability test has to be performed.
If a global scheduling policy is applied to the system, the end-to-end deadline can be directly verified
by a global schedulability test. In the more common case of independent scheduling policies for the
local resources, a schedulability test for each resource in the system has to be performed. A local
schedulability test, however, requires a local deadline as input. This means that the global end-to-end
deadline must be decomposed into local deadlines. The decomposition problem with respect to a given
performance measure as an optimality criterion is, however, NP-hard. Therefore, heuristic approaches
have been proposed which result in good sub-optimal solutions.
The literature on deadline composition differs in

• the assumed system model, e.g. scheduling policy

• the assumed task model, e.g. activation pattern, precedence constraints

• the assumed locality constraints with respect to task mapping, i.e. strict or relaxed

• the performance/quality measure to be optimized

Table 2.2 gives a survey over publications on deadline decomposition and indicates the investigated
optimality criteria.

Publication Optimality Criterion

Di Natale et al. 1994 [50] maximizing the minimum task laxity

Abdelzaher et al. 1995 [6] minimizing the maximum task lateness

Gutiérrez Garćıa et al. 1995 [61] maximizing the scheduling index (largest distance
between worst-case response times and deadlines)

Saksena et al. 1996 [125] [126] maximizing the largest possible
scaling factor for task execution times

Jonsson et al. 2002 [78] success ratio (capability of finding feasible schedules)
& minimizing the maximum task lateness
& maximizing the minimum task laxity

Table 2.2: Deadline decomposition approaches

From a specification perspective, formal statements about global and local deadlines are required for
hard real-time systems.
Also decomposition constraints which identify feasible decompositions need to be expressed. For
instance, the basic path constraint for a linear chain of N tasks says that the sum of local deadlines
dj may not exceed the global deadline D:

∑N
j=1 dj ≤ D.

The specification language TADL2, for instance, is capable of formulating such path constraints.

Scheduling for Timing Isolation

The integration of functions with different safety criticality levels requires freedom from interference
(ISO 26262 [74]). Freedom from interference is typically implemented via some kind of temporal and
spatial isolation mechanisms. The former addresses the timing behavior of functions, while the latter
is concerned with memory partitioning. Here, we focus on temporal isolation.
Various scheduling mechanisms for timing isolation have been proposed, with TDMA being the most
prominent one. In the reminder of this subsection, we differentiate between scheduling mechanisms
for timing isolation on processors and communication network (with a focus on Ethernet).
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Processors In the context of functional architectures, ARINC 653 [9] specifies a time and space
partitioning interface for real-time operating systems. In ARINC 653 software components run in
partitions. Partitions must be isolated from each other temporally.
There are several ways for a scheduler to enforce timing isolation among tasks or processes. The
simplest method is to partition the available time in slots (of equal or different size) and to assign
the time slots to partitions (or processes) in a (usually periodic) controlled fashion. This method is
applied in practice and it is quite simple, with the only possible problem of being relatively inflexible
and requesting possible major reworks for changes and updates and being usually inefficient, since
time slots need to be designed for the worst case and unused time typically cannot be reclaimed.
The scheduling literature has provided other scheduling approaches, under the general category of
servers that can assign the processor time to computations with the property of isolation. One such pol-
icy is the Constant Bandwidth Server or CBS [7], recently implemented in Linux as SCHED DEADLINE.
PikeOS [11] is a commercially available hypervisor, implementing an ARINC 653 compatible scheduler
based on TDMA.
While a TDMA scheme provides timing isolation, it is very inflexible when asynchronous events such
as interrupts must be processed. In the worst-case, the processing of an interrupt must wait until
its corresponding time partition becomes available. One approach to address this problem is to serve
asynchronous events at a higher priority than the TDMA partitions, e.g. [81], [140], [106], and [11].
This, however, implies that the handling of all asynchronous events must be certified according to the
highest safety level to not compromise timing isolation.
This problem can be mitigated by applying (low-overhead) monitoring (e.g. [103], [102]), i.e. by
enforcing an upper bound on the number of asynchronous events, which can interrupt other partitions
[28], [27]. In this case, only the monitors require certification

Communication Networks Distributed time- and safety-critical systems require timing isolation
at the interconnect. If the underlying interconnect offers time synchronization, TDMA can also be ap-
plied to communication networks. Among the automotive buses, this is the case in FlexRay [58], which
offers a static segment for time-triggered communication, and MOST [41], which offers synchronous
communication channels.
Time-triggering has also been applied to Ethernet. TTEthernet [23] allows to specify time-triggered
segments for synchronous communication similar to FlexRay’s static segment. The time-aware shaper
(IEEE 802.1Qbv) [73] of the upcoming set of Ethernet TSN [72] standards also allows to schedule
latency-critical traffic in time-triggered slot. In contrast to TTEthernet, IEEE 802.1Qbv does not
support to schedule individual traffic streams inside their time-triggered slot, e.g. based on some
offset relative to the beginning of the slot. Traffic streams can only be assigned to slots.
TDMA-based communication networks can provide low latency guarantees only if the entire distributed
system including all nodes is fully synchronized to the network’s TDMA schedule. Otherwise, there
is sampling delay, which is an additional delay that must be considered when computing the system-
wide end-to-end latency. Sampling delay occurs whenever data or frames miss their designated time-
triggered slot and must wait a TDMA cycle for their next slot. Automotive systems are inherently
hard to fully synchronize, e.g. the wide-spread CAN bus uses static-priority non-preemptive scheduling
and introduces some jitter to its frames, there might be execution time jitter on ECUs, and in engine
control there are angular-synchronized task with variable periods.
Apart from TDMA there are other approaches to provide (sufficient) timing isolation in real-time
Ethernet networks. AFDX [8] is based on standard Ethernet (IEEE 802.1Q) and offers event-based
communication. As an isolation mechanism, AFDX employs minimum distance shaping (bandwidth
allocation gap in [8]) for traffic streams, which enter the network, limiting their maximum frame
injection rate. Based on the maximum injection rate of all traffic streams, formal worst-case guarantees
can be derived and no further shaping the core network is required. Ethernet AVB [70] defines
standardized traffic shaping for standard Ethernet, which only supports priority-based arbitration.
In AVB, a traffic class (priority level) is shaped by credit-based shaper at every switch in order to
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bound the class’ timing impact on other traffic streams. This permanent shaping can lead to increased
worst-case latency guarantees [51]. The drawback of AVB’s traffic shaper is that it is class-based, i.e.
while the inter class interference of a misbehaving traffic stream is bounded by the shaper, the intra
class interference is not. This can be mitigated by per-stream monitoring and filtering, which is being
discussed in the context of Ethernet TSN in the IEEE 802.1Qci [71] standard.

Models for overload and weakly hard systems

Computing systems which have strict constraints on their timing behavior are usually called hard real-
time systems. The attribute hard emphasizes the fact that hard deadlines for task completion times
exist which must be met. Recent work in the real-time community has brought up the conceptual
transition from hard real-time systems to weakly-hard real-time systems. Weakly-hard systems [64, 32,
112] exploit the fact that many functions are robust towards occasional deadline misses of tasks. This
means that deadlines can be occasionally missed without compromising the quality of service or other
performance measures. A typical example is a control algorithm which can tolerate an occasional loss
of a sensor sample. To better quantify what “an occasional deadline miss” means, the so called (m, k)
constraints are introduced which indicate that at most m deadlines may be missed in a given window
of k consecutive task executions. In order to deem a system feasible, the (m, k) constraints of all tasks
must be satisfied.
Typical worst-case analysis (TWCA) is a verification method which is capable of deriving bounds on
the (m, k)-behavior of tasks, and it is applicable to a wide variety of systems with specific properties.
It takes into account that (1) deadline misses originate from transient overload in the system e.g.
caused by sporadic task activations, and (2) the extent of observed deadline misses depends on the
amount and the temporal distribution of transient overload that is introduced.
In [113] TWCA is introduced to handle sporadic overload. It is extended by [114] to handle sporadic
bursts. A weakly hard bound on the number of potential deadline misses depending on TWCA was
introduced in [65] and was improved for tighter bounds in [145]. [111] demonstrates how TWCA can
be used to analyze a real CAN bus with complex load patterns. In [59], the authors proposed a novel
approach integrating timing and closed-loop verification that is based on a combination of LET (logical
execution times) and TWCA.

Other timing models

Another interesting research trend deals with the analysis of tasks that are activated by event streams
that cannot be characterized as periodic or simply sporadic (with a simple minimum interarrival time)
but that are dependent from a physical process with a bounded dynamic.
An example are the automotive activities (for example in fuel injection applications) that are triggered
at given reference points with respect to the position of the engine shaft.
The problem has been studied in several recent papers including [48] [35] [36]. In all these papers
computations are defined as characterized by a set of possible execution times that are activated in
correspondence to different engine rotation speeds. The activation events occur at reference positions
of the engine shaft and are bound in their occurrence by the dynamic of the engine that is assumed
to be with an acceleration bounded in a given range.

2.1.3 Security

The design of real-time CPS systems is a challenging task. This is mainly due to the complexity
that originates from the wide range of extra-functional properties that need to be satisfied, while
taking into account possible limitations of resources. The representation and analysis is even more
complex considering that the extra-functional properties in these systems are tightly inter-connected
and cannot be considered in isolation [139]. Due to the nature of real-time embedded systems (e.g.
usage of sensors and actuators and interactions with the environment), timing properties in these
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systems are of utmost importance. However, implications of other properties and aspects, such as
security and safety, on timing properties should also be taken into account to ensure a correct design.
Today, security is a requirement for an increasing number of embedded systems, ranging from low-end
systems such as smartphones, networked sensors, and smart cards, to high-end systems such as routers,
gateways, firewalls, storage servers, web servers, up to automotive and autonomous systems [142].
Technological advances that have spurred the development of these electronic systems have also ushered
in seemingly parallel trends in the sophistication of security attacks. It has been observed that the
cost of insecurity in electronic systems can be very high [83]. With an increasing proliferation of
attacks, it is not surprising that security is felt as one of the largest concerns preventing the successful
deployment of next-generation embedded systems [116].
Modern automotive electronics systems feature a relevant instance of high-end distributed real-time
embedded system running over networked Electronic Control Units (ECU) communicating via serial
buses and gateways. Most systems have not been designed with security in mind. Until very recently,
cars have not been equipped with wireless networks, thus requiring the hacker to gain physical access
to the car (usually using the On-Board Diagnosis connector). Therefore, common belief was that in
the majority of the cases, there was little or no interest for hackers to compromise them. The only
exception known so far has been the after-market community that tampers with engine calibrations to
increase engine performance, manipulates mileage counter [15], or spoofs tachometers. The automotive
industry has started to take actions to prevent these attacks. However, due to initiatives such as the
eCall initiative in Europe1, more cars are equipped with wireless units that are connected to the car’s
internal network. This enables hackers to use them as a remote entry point.
Recent research and news have shown that, as with many of these complex networks of systems, it
is possible for external intruders to intentionally compromise the proper operation and functionality
of these systems. Koscher et al. demonstrated that if an adversary were able to communicate on one
or more of a car internal network buses, then this capability could be sufficient to maliciously control
critical components across the entire car (including dangerous behavior such as forcibly engaging or
disengaging individual brakes independent of driver input) [84]. These results raise the question of
whether and how an adversary might be able to access a car internal bus (and thus compromise its
ECUs) in the case of absent direct physical access. Checkoway et al. demonstrated that external
attacks are indeed feasible [40]. Charlie Miller and Chris Valasek have recently demonstrated further
remote attacks [99]. Furthermore, Checkoway et al. categorized external attack vectors as a function
of the attacker ability to deliver malicious input via particular modalities: indirect physical access,
short-range wireless access, and long-range wireless access [142]. Within each of these categories, they
also characterized the attack surface exposed in current automobiles and their surprisingly large set
of I/O channels.
However, unlike complex networks such as the Internet, where the issue of security has been extensively
researched and funded, security issues surrounding complex networks of automotive systems have
not been as readily studied. Moreover, these system’s security vulnerabilities are increasingly being
discovered and exploited. The state of the art processes, methods, and tools used for designing current
automotive electronics systems focus on safety, reliability, and cost optimization. Methods and tools
for the verification of the reliability of automotive electronics systems against random failures are
commercially available. However, no security aspect is included as part of the hardware and software
architecture development process and no standard communication protocol has any built-in provisions
to prevent or mitigate attacks [90].
Recently, many research and industrial activities have started to take security into account in the
early phases of the development cycle of automotive electronics systems, both by enforcing software
programming standards that prevent software defects that may enable cyber-attacks [40], as well
as by implementing security mechanisms for secure communication [89] including software delivery,
installation and flashing [10][129].

1http://ec.europa.eu/digital-agenda/en/ecall-time-saved-lives-saved
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On protocols and architectural mechanisms

In general, communication networks are vulnerable to unauthorized access when communications are
performed without authentication. Authentication mechanisms ensure that sender and receiver iden-
tities are not compromised and thus, the sender and the receiver are indeed who they are claiming to
be. Implicitly, authentication implies integrity, namely assuring that information has not been altered
by unauthorized or unknown means [97]. Unfortunately, current communication network protocols,
including Controller Area Network (CAN), FlexRay, MOST, and LIN have no authentication—or at
best have CRC mechanisms to guarantee data integrity—and send their messages in the clear. Hence,
room for fraudulent communications between ECUs exists [90].
There have been several publications demonstrating attacks on the authenticity of messages and nodes
in embedded networks. Nilsson and Larson [104] detail the actions which an attacker may take, and
demonstrate masquerade attacks on CAN using simulation. Additionally, they discuss the possibility
of viruses transmitted over CAN and preventative measures. Hoppe et al. [69] and Lang et al. [87]
demonstrate a combination of eavesdropping and replay attacks on CAN.
Some proposals for bus communication integrity and authentication have been proposed. Lin and
Sangiovanni-Vincentelli have proposed a security mechanism to help prevent masquerade and replay
cyber-attacks in vehicles with architecture based on Controller Area Network (CAN) [90]. They
retrofitted the CAN protocol with software-only security mechanisms. The challenge here was to
achieve high security level without introducing high communication overhead in terms of bus load and
message latency because of the very limited data rates available (e.g., 500kbps). Furthermore, they
introduced the concept of counters to implement time-stamping of the message authentication codes
(MACs) in order to overcome the lack of global time in the CAN protocol. Finally, they focused on
run-time authentication both in the system steady state—after ignition key-on and the security secret
keys have been distributed to the ECUs—and during running resets experienced by some of the ECUs
in the system—when counters are potentially out of synchronization.
Zalman and Mayer have proposed an alternative mechanism to prevent masquerade and replay that
is based on a novel technique called implicit MAC [147]. The basic idea consists in computing the
MAC on the time-stamped payload and then computing the CRC on the bundle composed of the
payload and the MAC. However, a message containing the payload and the CRC only is transmitted,
namely timestamp and MAC are omitted. The reason is that the implicitly included MAC bits are
not transmitted over the physical channel but instead calculated on the receiver side. The receiver
will follow the same reverse procedure for verifying the authenticity and integrity of the data. For
this however, the receiver shall provide its own time stamp and add it to the received data. This
implementation assumes the existence of a consistent time base to all the participants in the required
communication.
A CAN packet does not include addresses in the traditional sense and instead supports a publish-
and-subscribe communications model. The CAN ID header is used to indicate the packet type, and
each packet is both physically and logically broadcast to all nodes, which then decide for themselves
whether to process the packets. Authentication mechanisms have been proposed in the literature. The
TESLA protocol uses a time-delayed release of keys for authentication [108]. A receiver can check the
MAC after receiving the key used to compute the MAC. To guarantee security, the protocol needs to
maintain global time and make sure that a receiver gets a message before the corresponding key is
released. However, since in an automotive application the number of broadcast receivers is generally
small (typically no more than five for any message), authenticated broadcast techniques proposed
in [130][132][131] are preferred. In this approach, when an ECU sends a message, it computes a MAC
for each distinct receiver over the message using a pair-wise shared secret key. Each MAC is then
truncated down to just a few bits, and appended to the message.
When retrofitting traditional communication architectures such as those based on CAN, a major
challenge is to ensure that system safety will not be hindered, given the limited computation and
communication resources. Lin et al. have proposed an optimal Mixed Integer Linear Programming
(MILP) formulation for solving the mapping problem from a functional model to the CAN-based

SAFURE D2.1 Page 31 of 104



D2.1 - Arch. models and patterns

platform while meeting both the security and the safety requirements [91]. Security requirements consist
in authentication and integrity in order to protect from masquerade and replay attacks whereas safety
requirements consist of meeting end-to-end latency deadlines for safety-critical functional paths. Lin et
al. group receiving ECUs in order to let them share one MAC in a message and therefore the bus load
increment due to such a MAC. However, since ECUs can be compromised and critical computations
may be affected by falsely accepted messages, Lin et al. organize ECUs into two or more receiving
groups so that untrusted ECUs and safety-critical ECUs are mapped in different groups.
Chávez et al. [39] propose using RC4 encryption to provide confidentiality on CAN buses. However,
Chávez et al. dismiss authentication and non-repudiation as unnecessary in these networks, under the
assumption that message identifiers and error detection provide sufficient confirmation of the sender’s
identity. Incidentally, it must be observed that many experts agree that RC4 can no longer be regarded
as secure. There are practical attacks that break an RC4 key in about 52 hours.
All these approaches assume an initial security critical key assignment and distribution, which is a
crucial although, at least for the moment, overlooked aspect [141]. Carnevale et al. have proposed a
hardware accelerator of the IEEE 802.1X-2010 Key Management scheme for automotive applications
using the Ethernet backbone for in-vehicle communications [37].

On modeling

For modeling security features in general, several solutions based on UML have been offered. UMLsec
is a UML profile for modeling security properties of computer systems in UML diagrams [79][80]. It
is one of the major works in this area and also comes with a tool suite which enables the evaluation of
security aspects and their violations. Although it seems promising, the extension only addresses few
specific security requirements and cannot define complex or composed ones. This is a huge drawback
because systems usually work in many domains and with other systems, which implies that the process
must be able to work with dynamic and complex situations. UMLsec works with vulnerabilities and
requirements. The way UMLsec models systems makes it very difficult to automatize because it
is oriented to specification and not engineering. This problem exists because of the lack of a base
meta-model.
A different UML-based approach for security and engineering processes is MDS [26]. It proposes a mod-
ular methodology for combining languages for modeling system designs with languages for modeling
security. It uses transformations on security-enhanced models in order to generate implementations.
One of the works that are based on this approach is SecureUML [135][93]. SecureUML can be used to
model systems and design the security it needs. Unfortunately, the only security that can be described
using this approach is role-based access control policies.
However, modeling security requirements in isolation (from other aspects of the system) is not enough
and it becomes problematic to predict the impact on other extra-functional properties, especially for
real-time embedded systems. For example, with reference to a biometric embedded system, Lloyd
and Jürjens introduce a method to specify security requirements on UML models and check their
satisfaction by relating model-level requirements to code-level implementations in [92]. UMLsec is
used to include security requirements at model level, and the JML annotation language is used to
relate code blocks back to the security requirements specification, thus enabling the evaluation of
security requirement assurance. While this work constitutes a model-driven engineering approach for
defining security requirements, it does not provide timing impacts of security implementation and does
not automatically derive security implementation.
Saadatmand et al. have proposed and discussed benefits of extending MARTE, an extension of the
UML modeling language for real-time and embedded systems design [119], with security annotations
to cover the modeling needs of embedded systems [3]. This work focuses on providing UML stereotypes
to specify confidentiality properties of message communication and related timing estimates. Later
Saadamand and Leveque have proposed concepts and mechanisms that allow to model confidentiality
and authentication requirements at a higher abstraction level and automatically derive the correspond-
ing security implementations of the original component model into a secured one, taking into account
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sensitive data flows in the system [120]. This allows the designer to work at a higher abstraction level
and focus on sensitive data without having to think about the security implementation, which will
be generated automatically. Furthermore, the resulting architecture ensures security requirements by
construction and is expressed in the original meta-model and enables using the same timing analysis
and synthesis as with the original component model.

The EVITA project

In the context of automotive security, the FP7 project EVITA2 has to be mentioned, as it targets the
design and verification of building blocks for secure automotive on-board networks. These are in turn
meant to protect security-critical components against attacks. The project has been divided into five
main stages:

1. Security requirements analysis

2. Secure on-board architecture design

3. Implementation of the prototype

4. Demonstration based on the EVITA prototype

5. Dissemination of project results

A meta-model to security was derived in the course of the EVITA project during the phase of archi-
tecture design [56]. The meta-model was devised making use of existing security and access control
models. All concepts needed to specify security aspects and their relationships are defined. Selected
security-relevant parts of the architecture and communication protocols were modeled by means of
UML and Automata. Similar to the SAFE project, the EVITA meta-model is structured in different
packages. These packages include:

• System Model, which defines all concepts allowing global system modeling;

• Security and Dependability Model, which defines security and dependability concepts;

• Fault Propagation Model, which defines faults, errors and failures;

• Trust Model, which defines trust concepts;

• Privacy Model, which defines privacy concepts.

Their dependencies are shown in Figure 2.25.
Figure 2.26 shows the EVITA trust model which expresses the following concepts. By trust, EVITA
means the degree to which a trustor has a justifiable belief that the trustee will provide the expected
function or service. Trustee is an entity or service that provides trust for the use of a function whereas
trustor is an entity or service that uses a function with the expectation that it is trusted. Trustor and
trustee are a Stakeholder , that is is a person, group, organization, or system who affects or can be
affected by an organization’s actions. Trust may have a trust level .
Trust risk is the potential risk of the system failure due to errors. Trust risk is the sum (over all
relevant errors) of the negative impact of the failure (i.e., its criticality) multiplied by the likelihood
of the failure occurring. Of course, the trust risk depends on the Context .
Trust policy is a quality policy that mandates a system-specific quality criterion for trust or one of its
dimensions. System-specific quality criteria can also involve the system environment, the infrastructure
in which it exists, and any assumptions about the system.

2http://www.evita-project.org
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Figure 2.25: The EVITA modeling packages and their relationships

Figure 2.26: EVITA trust model

Requirement is a specification of a required amount of trust (actually a dimension of trust) in terms
of a system-specific criterion and a minimum level of an associated quality metric that is necessary to
meet one or more trust policies.
Design selection is a design decision that helps fulfil one or more trust requirements and/or reduces
one or more system faults. Trust can be implemented as some combination of hardware or software
components, manual procedures and services provided by either the application or the execution
platforms. Design selection may be at different levels:

• Protocol level: this includes the design of protocols to be performed on embedded devices to
achieve such goals as confidentiality, identification, data integrity, data origin authentication,
and non-repudiation.

• Algorithm level: consisting of the design of cryptographic primitives (such as block ciphers and
hash functions) and application-specific algorithms used at the protocol level.

SAFURE D2.1 Page 34 of 104



D2.1 - Arch. models and patterns

• Architecture level: consisting of secure hardware/software partitioning, execution platform fea-
tures and embedded software tactics to prevent, tolerate or remove faults.

• Hardware element level: it deals with the hardware design of the modules (the processors and
co-processors) required and specified at the architecture level.

• Circuit level: it requires implementing transistor level and package-level techniques to thwart
various physical-layer attacks.

Figure 2.27: The EVITA model for Faults

With reference to Figure 2.27, the Fault Progation meta-model uses the “fault → error → failure”
model. The fault model has a direct influence on security. If errors exist, they represent potential
security lacks in the system. Security aspects will reduce the presence of fault. Traceability between
security requirements and mistakes can be established. A fault is the adjudged or hypothesized cause
of an error . Faults may be classified according to several criteria. EVITA classified them as accidental
or intentional. Accidental faults can arise during either system development or operation. During
development, accidental faults result from a bad design. During operation, they may be produced
by the violation of an operating or maintenance procedure. Intentional faults fall into three classes:
malware, physical attacks and intrusions. Typically an attack exploits a vulnerability , i.e., a fault that
can be exploited of an asset to cause an intrusion. Attack may use physical means to cause faults such
as power fluctuations, radiation, or wire-tapping.
An error is the part of the system state that may lead to a failure. An error is detected if its presence
in the system is indicated by an error message or error signal that originates from within the system.
Detected errors contribute to improving security and trust in the system. Errors that are present but
not detected are latent errors.
Finally, Failures constitute the inability of the system, or some parts of it, to meet their specifica-
tions (both functional and non-functional requirements). Failures considered in the meta-model are:
breakdown, denial of service and malfunction.
The EVITA meta-model comprises also several models of access control. Thanks to them, a user
could specify access control rules in the model. All access control models are derived from a virtual
class Access Control which realizes a given TrustPolicy. Figure 2.28 shows the UML model of the
Role-Based Access Control (RBAC) policy [127]. The RBAC model defines mainly four entities which
are modeled in UML as classes. The class Role that represents the role the user can play in the
organization. This class can inherit from another class Role. Also, this class can belong to conflict
sets (SSD for Static Separation of Duty and DSD for Dynamic Separation of Duty). This separation
of duty states that a user cannot play at the same time two or more roles that belongs to the same
conflict set. The class User that represents the user. A user can run one or mode sessions which
will allow to activate one or more roles. The class Permission that defines which operation on which
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Figure 2.28: EVITA modeling of roles and access control policies

object the user playing some role is allowed to perform. The class Session that is a means for the user
to access the system.
Two mores classes are also defined. The class Object which represents the resources of the system that
must be protected. The class Operation which represents the operations the system is able to perform.
An operation can be executed on a instance of the class Object. The relationships userAssignment
between the classes User and Role and permissionAssignment between the classes Role and Permission
are established offline by the RBAC management which has not been presented in this document.
The meta-model makes it possible to define a security UML profile, very much like to SecureUML [79][80]
and UMLSec [93], to be used in conjunction with other domain-specific UML profiles (e.g., automotive
profile). The designer can thus apply several profiles on a model. The EVITA project has not defined
any UML security profile.
It is worthwhile to notice that EVITA has also specified a set of security property predicates by
means of the Fraunhofer SIT’s Security Modelling Framework (SeMF). This led EVITA to define a
number of Security Building Blocks (SeBBs), which constitute the means for security requirements
refining. A number of SeBBs were incorporated into the EVITA architecture, notably those for
encrypting/decrypting, generation/verification of a hash or digital signature and key generation.
Furthermore, another of the main contributions of the EVITA project consists in the definition of a
Hardware Security Module (HSM). An HSM is a cryptographic co-processor that is integrated in the
same chip as the application CPU for increased security, as it prevents an adversary from eavesdropping
communications between HSM and CPU. Furthermore, the HSM has a programmable secure core (i.e.,
firmware) which guarantees more flexibility and reduced costs. There are three variants of HSM defined
in EVITA, namely full, medium and light, which provide different levels of security and performance.
These variants have been conceived to take into account the heterogeneity of on-board devices.
Figure 2.29 shows the architecture of the full EVITA HSM. Every HSM has its own internal CPU
that can directly access its internal RAM and internal non-volatile memory (NVM). Separating the
CPU prevents any malicious interference from the application CPU and the application software. The
application CPU and its applications can access EVITA HSM only using the secure EVITA hardware
function which enforces well-defined access (e.g., to prevent read-out of cryptographic keys).
The reduced variants medium and light lack one or more of the security features that are present in
the full variant. Table 2.3 shows the security features provided by the three variants, respectively. Of
course, if a variant does not support a security feature, then the related architectural component is
missing.
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Figure 2.29: EVITA full HSM

low medium full

Asymmetric cryptography (ECC-256) - - x

Symmetric cryptography (AES-128) x x x

Hash (WHIRLPOOL) - - x

AES-PRNG with TRNG seed x x x

Counters - x x

Table 2.3: Security features of the HSM variants

To fix ideas, the full HSM can be used for V2X applications, i.e., vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) communications, whereas the medium HSM can be used at the ECU level.
Finally, the light HSM can be used at sensor and actuator level.
HSM is the key component for the EVITA security protocols including key distribution, policy manage-
ment and access control, secure bootstrapping, secure over-the-air firmware updates, secure transport
and storage [57].
The HSM is abstracted primarily by the Cryptographic Services (CRS) module, which offers an API
for various cryptographic functions. CRS provide an interface to all basic cryptographic functionalities
and primitives and are therefore not a module but rather a library that can be integrated by a security
module or security program that requires cryptographic services. Thus, CRS is stateless and CRS users
have to manage the corresponding security credentials (e.g., keys, passwords, or random numbers) and
the context of every operation at its own.Some functions have not yet been available in CRS (e.g., for
creating cryptographic keys). Figure 2.30 shows a model of CRS.
Particularly useful is also the concept of CryptographicObject (see Figure 2.31) that represents an
instance of a cryptographic key, a hash value, a MAC value, or a random value used in cryptographic
operations, protocols, and algorithms. Note, a cryptographic object itself does not store its context,
and thus, it is used linked with a context object (e.g., a security credential). A cryptographic object is
further specialized for each CryptoType (e.g., SymmetricKey). It can handle its cryptographic content
directly (e.g., using a char array for a key) or it may represent just a reference to a cryptographic
object that actually resides protected in a security hardware.

The EURO-MILS project

The EURO-MILS consortium3 issues guidelines and criteria for protection profiles for systems with
virtualization. These profiles provide recommendations for operating systems that execute different

3http://www.euromils.eu
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Figure 2.30: The Evita Cryptographic Services

applications with separation of concerns ensuring that applications with malicious or faulty behavior
do not affect other applications.
The target is an operating system providing a separation kernel with real-time support. The architec-
ture of the system is outlined in the document as in Figure 2.32.
The operating system implements the mechanisms to assign resources to partitions, provides the
execution environment to applications and implements the communication between partitions.
The kernel maintains configuration data for the system security policies and the description of all its
managed entities (identity, resource usage, security attributes of entities).
A partition is a logical unit maintained by the kernel and retains control over a set of assigned resources
(physical memory space, IO space, CPUs, time allocated on the CPU and interrupts). Partitions can
be of type user or system and communicate under the supervision of the kernel using communication
objects. Each partition has a set of access rights on each communication object.
The security services provided by a kernel are defined as TSS:

• TSS SSA for separation in space among the applications in different partitions and from the OS.
Partitions are assigned resources in space, including memory ranges and a set of CPUs, an I/O
(memory) space and interrupts.

• TSS STA separation in time.

• TSS COM provision and management of communication objects.

• TSS MAN management and access to kernel and kernel data (invokability of system API).

• TSS SPT self-protection and accuracy of security functionality.

• TSS AUD generation and treatment of audit data.
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Figure 2.31: Cryptographic objects

The recommendation lists the primary and secondary assets to be managed, the subjects and roles
involved in interactions with the system and its components, the security threats, the security policies
and objectives.

2.2 Standardization bodies and Best practices

2.2.1 Safety

Standards are available to developers of safety-critical systems. In particular the ”IEC 61508, Func-
tional Safety of Electrical/Electronic/Programmable Electronic Safety-related Systems (E/E/PE, or
E/E/PES)” is an international standard of rules for systems comprised of electrical, electronic, and
software components applied in industry. The standard provides the assurance that safety-related
systems will offer the necessary risk reduction required to achieve safety. Central to the standard are
the concepts of safety life cycle, risk and safety functions and safety integrity levels.

ISO 26262

In the Automotive application field, ”ISO 26262: Road vehicles — Functional safety” [74] is the
adaptation of IEC 61508 specific to the application sector of electrical and electronic systems in the
road vehicle industry.
”ISO 26262:
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Figure 2.32: The architecture of an operating system with isolation according to ([4]).

• provides an automotive safety lifecycle (management, development, production, operation, ser-
vice, decommissioning) and supports tailoring the necessary activities during these lifecycle phases;

• provides an automotive specific risk-based approach for determining risk classes (Automotive
Safety Integrity Levels, ASILs);

• uses ASILs for specifying the item’s necessary safety requirements for achieving an acceptable
residual risk; and

• provides requirements for validation and confirmation measures to ensure a sufficient and ac-
ceptable level of safety being achieved”.

The overall structure of ISO 26262 is shown in Figure 2.33. It is structured into the following parts:

1. Vocabulary;

2. Management of Functional Safety;

3. Concept Phase;

4. Product Development: System Level;

5. Product Development: Hardware Level;

6. Product Development: Software Level;

7. Production and Operation;

8. Supporting Processes;

9. ASIL-oriented and Safety-oriented Analyses;

10. Guidelines on ISO 26262.
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Figure 2.33: Overview of ISO 26262.

The standard comprises 10 parts and covers the product development phase, ranging from the specifi-
cation, to design, implementation, integration, verification, validation, and production release. It is is
based upon a V-Model as a reference process model for the different phases of product development.
The production of a functional safety case is a requirement for compliance with the standard. The
lifecycle starts from a description of the item. Basic rules are:

• Develop the item from the system perspective.

• Develop the item from the hardware perspective, based on the system design specification.

• Develop the item from the software perspective, based on the system design specification.

• Plan production and operation, and specify the associated requirements, during product devel-
opment.

The standard contains a part dedicated to terminology (Part 1) and a part dedicated to guidance on
applying the standard (Part 10). In the following a short description of the other parts is given.

2. Management of Functional Safety

Functional Safety is the part of the overall safety of a system, or piece of equipment, that depends on
the system or equipment operating correctly in response to its inputs, including the safe management
of likely operator errors, hardware failures and environmental changes.
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The objective of Functional Safety is freedom from unacceptable risk of physical injury or of damage to
the health of people either directly or indirectly (through damage to property or to the environment).
This lifecycle encompasses principal safety activities during concept, development and production
phases.
Referring to the figure, the following clauses are identified:

• Overall Safety Management
the outcomes of this clause are a set of organization-specific rules and processes for functional
safety, evidence for the competence and qualification of the persons in charge of carrying out the
activities and evidence of a proper quality management system.

• Safety Management during Item Development
this clause aims at the definition of safety management roles and responsibilities, and the defi-
nition of the requirements on the safety management, regarding the development phases.

• Safety management after release for production
this clause defines the responsibility of the organizations and persons responsible for functional
safety after release for production. This concerns activities for maintaining the functional safety
of the item in the lifecycle phases after release.

3. Concept Phase

This part is organized in the following clauses:

• Item definition, Initiation of the safety lifecycle
The goals of these clauses is to define and describe the item and support an adequate under-
standing so that each activity of the safety lifecycle can be performed

• Hazard Analysis and Risk Assessment
The hazards of the item shall be systematically determined, with techniques such as checklists
and FMEA, in terms of the conditions or events that can be observed at the vehicle level. The
effects of hazards shall be identified for relevant operational situations. All identified hazards
shall be classified with respect to severity, probability of exposure or controllability. ASIL shall
be determined for each hazardous event using the proper combination of the previous parameters.
A safety goal shall be determined for each hazard, and expressed in terms of functional objectives.

• Functional Safety Concept
The goals of this clause is to derive the functional safety requirements, from the safety goals,
and to allocate them to the preliminary architectural elements so to ensure required safety.

4. Product Development: System Level

Many clauses are identified. Basically, the objectives of this part are:

• determine and plan the functional safety activities during the subphases of the system develop-
ment, included in the safety plan.

• develop the technical safety requirements, which refine the functional safety concept considering
the preliminary architectural design.

• verify through analysis that technical safety requirements comply to the functional safety re-
quirements. The response of the system or any of its elements to stimuli, including failures shall
be specified for each technical requirement, in combination for each possible operating state.
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5. Product Development: Hardware Level

This part consists of the following clauses: Initiation of Product Development at the Hardware Level,
Specification of Hardware safety requirements, Hardware design, Hardware Architectural Metrics,
Evaluation of Violation of the Safety Goal due to Random HW Failures, Hardware integration and
testing.
For example, the scope of the Initiation of Product Development at the Hardware Level clause is
to determine and plan the functional safety activities during the individual subphases of hardware
development, which is included in the safety plan (see Figure 2.34). This activity includes the Hardware
implementation of the technical safety concept; the Analysis of potential faults and their effects; and
the Coordination with software development.

Figure 2.34: Reference phase model for the development of a safety related item[74].

The scope of Hardware Architectural Metrics clause is to infer if the residual risk of safety goal
violation, due to random hardware failures of the item, is sufficient low. Hardware Architectural
Metrics aims to evaluate the hardware architecture of the item against the requirements for fault
handling as represented by the hardware architectural metrics. The considered metrics are: diagnostic
coverage, single point faults metric and latent fault metric.
The scope of Evaluation of Violation of the Safety Goal due to Random HW Failures is to infer if the
residual risk of safety goal violation, due to random hardware failures of the item, is sufficient low.

6. Product Development: Software Level

The reference phase model for the software development process for an item is shown in Figure 2.35.
For example, the objective of the Software architectural design clause is to develop a software archi-
tectural design that realizes the software safety requirements and to verify the software architectural
design. The software architectural design shall be verified by using the software architectural design
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Figure 2.35: Reference phase model for the software development [74].

verification methods shown in Figure 2.36.

Figure 2.36: Methods for the verification of the software architectural design [74].

7. Production and Operation

This part specifies requirements on production, operation, service, and decommissioning. In particular
the Production aims at developing a production plan for safety-related products and to ensure that
the required functional safety is achieved during the production process.
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8. Supporting Processes

This part consists of the following clauses: Interfaces within distributed developments, Specification
and management of safety requirements, Configuration management, Change management, Verifica-
tion, Documentation, Qualification of software tools, Qualification of software components, Quali-
fication of hardware components, Proven in use argument. For example, Qualification of software
tools requires using appropriate tools to support project activities. The objective of Verification is
to ensure that all work products are correct, complete, and consistent; and that all work products
meet the requirements of ISO 26262. The objective of Documentation is to develop a documentation
management strategy so that every phase of the entire safety lifecycle can be executed effectively and
can be reproduced.

9. ASIL-oriented and Safety-oriented Analyses

This part includes the activities on Requirements decomposition with respect to ASIL tailoring, Cri-
teria for coexistence of elements, Analysis of Dependent Failures and Safety Analyses. The evaluation
for dependent failures is fundamental in order to identify any single cause that could bypass or inval-
idate the independence or freedom from interference between elements of an item required to comply
with its safety goals.

AUTOSAR Safety Extensions

In the automotive industry, the adherence of an AUTOSAR standardized software architecture to
ISO 26262 with respect to functional safety is required. The document ”Specification of Safety Ex-
tensions” [18] covers safety extensions that shall enable ISO 262626 development in an AUTOSAR
context. These extensions allow a standardized exchange of safety information and provide the basis
for consistent management as required by ISO 26262.
In addition to safety mechanisms provided by the AUTOSAR standard (e.g. memory partitioning,
end-to-end-protection), additional requirements need to be addressed for functional safety:

• Safety requirements must be clearly distinguishable from other requirements

• Safety integrity levels must be assigned to AUTOSAR elements following the schema of ISO
26262. It is worth mentioning that the requirements prescribe the definition of a SIL level to
every attribute, which is most likely unnecessary. The other sections of the document clarify that
at least they should be defined for hardware systems (ECUs for example) and SW components.

• Decomposition of safety requirements, Traceability of safety requirements and Safety meausures
must be allowed according to ISO 26262;

• Safety measures and safety mechanisms as required by ISO, intended as an abstract (general)
way to reference any safety measure of the system architecture.

These requirements are addressed by using existing metamodels concepts. The metamodel for the
description of safety requirements in AUTOSAR is shown in Figure 2.37. Each safety requirement
must be allocated to an element of the system architecture, i.e. to a component in the HW, SW
architecture, or both (HW and SW).
Requirements are modeled by the StructuredReq class, and the traceability of requirements, accord-
ing to the ISO 26262, is guaranteed by the inherited abstract class Traceable.
The category attribute (inherited in StructuredReq by class Identifiable) is used to specify the
type of safety requirement (safety goal, safety functional, safety technical, safety software, safety
hardware and safety external). Safety requirements are expressed as part of the standard AUTOSAR
XML format.
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Figure 2.37: Safety requirements metamodel ([21]).

Figure 2.38, taken from [18], shows a hierarchy of safety requirements and the allocation to system
architecture elements. The ASIL assignment is inherited through the lower levels. In the figure, a
technical safety requirement is allocated to µC, a hardware safety requirement is allocated to Watchdog
and a software safety requirement is assigned to a sub-component of µC .
Figure 2.39, taken from [18], shows the abstraction of the different safety mechanisms available in
the software stack and the ECU hardware. Safety mechanisms can be implemented as hardware
components (as is the case of the Watchdog SM) in the figure, by basic software components, as is the
case of the partitioning safety mechanism (a concept very close to that of a protection kernel) or even
at the application level.
Clearly, the definition of ASIL levels for a subset of the AUTOSAR elements brings into attention the
need for a consistency analysis and/or a set of rules to (re)evaluate the ASIL levels that are resulting
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Figure 2.38: Hierarchy of safety requirements and allocation to system architecture elements ([18]).

from mapping of AUTOSAR components onto partitions and then onto ECUs.

Figure 2.39: Safety measures, safety requirements and allocations to elements of the architecture ([18]).

Some functional safety-measures are not enforced or delivered in AUTOSAR. For example, the AU-
TOSAR Specification does not define the use of techniques for risk analysis, such as Hazard Analysis
(HARA) [17].
Recent works on AUTOSAR and ISO26262 are, for example, [115], where tools to automatically im-
plement semi-formal safety requirements are presented, and traceability information is used for safety
case documentation, and [128], where a tool is provided to automatically extract relevant functional
requirements for given safety scenarios.
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2.2.2 Time

AUTOSAR is a software architecture standard in the automotive domain which enables by the def-
inition of software layers and interfaces, the design and integration of software modules by indepen-
dent developer teams. Due to the importance of real-time guarantees in cyber-physical systems, the
AUTOSAR standard considers from version 4.0 timing relevant aspects. These are specified in the
document AUTOSAR Specification of Timing Extensions [20]. The consistent consideration of tim-
ing properties and timing constraints in the AUTOSAR model allows to perform subsequent timing
analysis and validate that all timing related requirements are met, as proposed in [22].

Timing Description and Timing Constraints

The description of timing in AUTOSAR is based on the Timing Augmented Description Language
(TADL) as proposed in the TIMMO project. Therefore, the notion of time in AUTOSAR is event-
based. An event describes a certain system behavior which occurs at a certain point during run time
(temporal dimension) and at a specific location (local dimension). Since AUTOSAR defines different
abstractions of the software architecture (views), observable event types (TimingDescriptionEvent)
are associated with different views.
The causal relationship between events is described with the concept of event chains. An event
chain formed by two (consecutive) events A and B expresses that event A is a stimulus for event B.
In general, an event chain can be composed of elementary event chain segments and may contain
branches and junctions.
The notion of timing constraints, which formalize timing requirements that are associated with the
system, is based on events and event chains.
An Event Triggering Constraint restricts the temporal pattern of event occurrences by indicating
e.g. period, jitter, minimum interarrival time.
Latency and synchronization timing constraints refer to restrictions on event chains. The la-
tency constraint specifies the duration between the occurrence of the stimulus event and the occurrence
of the response event where the causal relationship between the events is defined by the underlying
event chain. Latency is adequate to constrain the maximum reaction period (e.g. elapsed time between
stimulus and first response) or the maximum age of the stimulus event (e.g. elapsed time between
latest stimulus event to response).
In the scope of the AUTOSAR Timing Extension or TIMEX, there must be a causal dependency
between the source and the target event of a latency constraint. In case there is no such dependency,
an offset constraint can be specified instead.
A synchronization constraint restricts the amount of time (tolerance) within which events must occur
to satisfy the synchronization requirement.
With respect to executable entities, AUTOSAR defines Execution Order Constraints and Exe-
cution Time Constraints.
AUTOSAR timing extension are integrated in the common UML meta model by integrating timing
properties and requirements in the different AUTOSAR templates.

Timing Views

The AUTOSAR views and the corresponding timing views are

• VFB Timing and Virtual Function Bus View,

• SW-C Timing and Software Component View,

• System Timing and System View,

• BSW Module Timing and Basic Software Module View,

• ECU Timing and ECU View.

SAFURE D2.1 Page 48 of 104



D2.1 - Arch. models and patterns

Figure 2.40: Scope of the VFB Timing [20]

Figure 2.41: Scope of the SW Component Timing [20]

VFB Timing The VFB timing View is an abstraction, which describes at a logical level the commu-
nication between the SW components that interact with each other in order to exchange AUTOSAR
Services. The VFB View has no notion of the mapping of SW components to ECUs and the con-
crete communication technology, therefore SW components are treated as black boxes and there is no
notion of execution time or messaging latency times, therefore any analysis is abstract and based on
the verification of the basic consistency of the requirements. A timing description will therefore relate
either

• (1) to a single SW component specifying the timing constraints (e.g. latency) between the SW
component’s receiver ports and provided ports or,

• (2) to a composition of SW components and their interconnection specifying the timing con-
straints (e.g. end-to-end-latency) between receiver ports and provided ports.

An event that is observable in the VFB abstraction are classified as TDEventVfb.
Figure 2.40 shows an example of a typical scenario for the analysis, where the flow of information
between ports and the end-to-end paths are the subject of the analysis..

SW Component Timing The SW Component View details the VFB view by including the inter-
nal behavior of SW components, i.e. the composition of SW component of runnable entities, in the
abstraction. In the SW Component Timing events are either of type TDEventVfb and TDEventSwcIn-
ternalBehavior.
Figure 2.41 shows an example of a scenario for this type of description where the role of runnables
(internal functions triggered in response to events) is specified.

System Timing At the system abstraction level, the employed hardware and its interconnection
(bus, network) is known. The mapping of SW components to ECUs has been decided and the necessary
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Figure 2.42: Scope of the System Timing [20]

Figure 2.43: Scope of the BSW Module Timing [20]

RTE is provided, which masks the complexity of inter-ECU and intra-ECU communication over the
distributed system. In the SystemTiming view, timing properties and constraints may therefore not
only relate to VFB Timing or SW Component Timing aspects but, additionally, to concrete signals
and frames. Events are of type TDEventVfb, TDEventSwcInternalBehavior and/or TDEventCom.
For illustration refer to Figure 2.42.

BSW Module Timing A Basic Software Module (BSW module) is a collection of software files that
define a certain basic software functionality present on an ECU [16]. A BSW module is, similar to a
SW component, composed of individual BSW entities which describe the internal behavior of the BSW
module. The event class associated with this timing view is TDEventBswInternalBehavior and mostly
focuses on state changes related to the execution of an BSW entity. Figure 2.43 shows an example
highlighting the capability of analyzing the communications over the network in an information/event
flow and the cooperation of remote functionality hosted by different ECUs.

ECU Timing The ECU timing view is similar to the system timing abstraction, however, only the
individual ECU as an element of the entire system is considered. The main focus of this view is to
describe BSW modules, their internal behavior and the interaction of BS modules with each other.
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Figure 2.44: Scope of the ECU Timing [20]

Any TimingDescriptionEvent may be used in the ECU timing view.
For illustration refer to Figure 2.44.

AUTOSAR modeling of Timing Constraints and properties

Formally, the AUTOSAR modeling of Time is summarized in the Metamodel elements of Figure 2.45.
A timing extension consists of a set of timing descriptions and timing constraints. The latter are
further characterized as requirements or guarantees.
A Timing Description or timing attribute applies to different entities in AUTOSAR, as summarized
in Figure 2.46. The element TimingDescriptionEvent and its specializations are used to describe the
occurrence in a given time instant of an event within the system. For example, this can be the start
of a RunnableEntity or storing a frame in the hardware buffer of a communication controller. An
overview of the different event types is given in the metamodel snapshot of Figure 2.46.
Events are further refined with respect to their applicability to operations (requests or reponses) or
data communication, as shown in Figure 2.47. Figure 2.48 shows the details of events that apply to
operations.
Other timed events apply to the definition of the internal behavior of components, as shown in Figure
2.49, such as, for example to the activation, start and completion in the execution of runnables.
AUTOSAR Timing descriptions are used to define formulas for the expression of timing constraints
and timing properties. We omit the full description of the metamodel and the syntax for timing
description. To give an example, Figure 2.50 shows the types of time expression constraints that
apply to the event occurrence in time.
The element TimingDescriptionEventChain is used to specify a causal relationship between timing
description events and allows to identify causality chains in the system and to refer to the event chain
as a whole, attaching latency (deadline) constraints to it.
Figure 2.52 shows an example of an event chain to which an end-to-end constraint applies. The event
chain can refer to a specification at any level (Vfb, Component or System).
Finally, a section of the metamodel is dedicated to the expression of timing constraints, in their most
general form. The table in Figure 2.53 provides the list of the constraints that are supported by the
AUTOSAR specification and the metamodeling elements to which they apply.
Constraints are roughly divided in constraints that apply to the event arrivals, defining their depen-
dencies and periodicity (or time relation, the corresponding metamodel snapshot in Figure 2.54); and
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Figure 2.45: The AUTOSAR framework for timing extensions.

Figure 2.46: Timing descriptions in AUTOSAR
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Figure 2.47: The general classification of timed events

Figure 2.48: Timed events applicable to operations

SAFURE D2.1 Page 53 of 104



D2.1 - Arch. models and patterns

Figure 2.49: Timed events applicable to component behaviors

Figure 2.50: Timing descriptions for the definition of event arrivals
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Figure 2.51: Timing Descriptions for event chains

Figure 2.52: An example of an end-to-end chain combining execution of computations and transmission
of messages.

Figure 2.53: The AUTOSAR entities that are provided for the expression of timing constraints
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Figure 2.54: Event arrival constraints

constraints that apply to latencies (or deadline specifications).
LatencyTimingConstraint (shown in Figure 2.55) specify latency constraints. The element Latency-
TimingConstraint is used to specify the amount of time that elapses between the occurrence of any
two timing description events. For example, this can be the time it takes for a packet of data on
a bus or network to get from one designated point to another, or the time it takes for a task to be
executed on a processor. In the timing specification a LatencyTimingConstraint is associated with one
TimingDescriptionEventChain, and specifies the minimum and/or maximum time duration between
the occurrence of the stimulus and the occurrence of the corresponding response of that chain.
Figure 2.56 shows the constraints that can be used to enforce an order of execution between executable
entities.
The element ExecutionTimeConstraint specifies an execution time constraints in terms of the minimum
and maximum execution time assumed for executable entities.
An ExecutionTimeConstraint references the ExecutableEntity for which the execution time shall be
constrained. The ComponentInCompositionInstanceRef referenced by component defines the compo-
nent instance, which contains the RunnableEntity. Figure 2.57 shows the main entities in the definition
of execution time constraints.
The table in Figure 2.58 provides the detailed list of the attributes that allow for the specification of
an execution time constraint.

AUTOSAR timing analysis

In the development of E/E architectures, many functions are time critical due to safety requirements,
and some other functions have timing constraints for certain performance guarantee. The AUTOSAR
specification document for Timing Analysis [22] describes the timing properties and different methods
for timing analysis, the recommended approach to specify timing requirements and how to conduct
the timing analysis in various scenarios.

Timing properties and methods for timing analysis

Two main timing properties referred in AUTOSAR standard are execution/transmission times and
response times.
The execution time represents the duration taken by a schedulable entity (e.g. function or runnable)
to complete its execution on an ECU without interference from other schedulable entities. Similarly,

SAFURE D2.1 Page 56 of 104



D2.1 - Arch. models and patterns

Figure 2.55: Latency constraints

transmission time applies to the context where a signal/message/frame that is transmitted through a
network. The execution time is a quantitative property and can be characterized by its worst-case,
best-case or average-case representation in AUTOSAR.
Different from the execution time, the response time represents the time a schedulable entity takes to
complete its execution/transmission when there are other schedulable entities on the ECU /network.
Still, its value can be denoted by the best-case, worst-case and average-case. When a sequence of
schedulable entities are considered, the end-to-end response time corresponds the elapsed time from
the activation of the first schedulable entity till the time that the last schedulable entity terminates
its execution.
For timing analysis, the methods can be roughly classified into three main approaches: analytical
calculation (analysis), simulation and measurement. The analysis and simulation approach can be
also regarded as model-based. The model-based/measurement-based criterion is closely related to the
stage the method can carry out.
Timing properties obtained from different methods should be consistent. For example, the worst-case
execution time calculated from a perfect static code analysis tool should never be exceeded by the
measured value from the system.

Timing Requirements

The timing requirement is one key factor for the development and integration of automotive E/E sys-
tems, and it must be identifiable and traceable from a requirement specification via a supplier’s per-
formance specification to a test and integration documentation. Timing requirements are introduced
at the very beginning of the development cycle in the form of textual descriptions. The AUTOSAR
TIMEX [20] extends the AUTOSAR System Template and defines the standardized format for the
exchange of a system description within the development process.
Within the automotive distributed system, the timing analysis can be viewed as a tool to assure the
desired temporal behavior during the mapping of a function network to a component network. The
timing requirement is decomposed hierarchically. In a first step, the overall timing budget can be split
into component-internal and networking parts, where a component usually refers to an ECU. As soon
as the whole network communication is available, the worst-case timing demand can be quantified.
The Generic Methodology Pattern (GMP) [107] provides guidelines for timing requirement decom-
position, and is applicable to each AUTOSAR timing view. GMP basically performs the following
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Figure 2.56: AUTOSAR modeling for the enforcement of an order of execution
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Figure 2.57: Execution time constraints

Figure 2.58: Attributes of an execution time constraint
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steps.

• Create a solution that describes the architecture without any timing information.

• Attach timing requirements to the solution. For instance, a timing requirement in the AUTOSAR
SwcTiming view is a timing requirement that can be modeled by a timing constraint attached
to events or event chains.

• Create, analyze and verify the timing model.

• Describe timing properties and timing requirements for the next level (timing view).

Several approaches based on Architecture Description Languages (ADLs) can be used to narrow the
gap between the requirement specification in natural language and the implementation phase modeled
in AUTOSAR. There are UML-based ADLs like SysML (UML specialization for System Modeling)
and MARTE (UML specialization for Modeling and Analysis of Real-Time and Embedded systems).
More domain specific approaches include AADL and EAST-ADL. EAST-ADL2 and its timing ex-
tension TADL2 allow the functional specification with precise timing models. Moreover, TADL2 and
AUTOSAR TIMEX share the same base concepts. More details on TADL2 have been shown in the
previous section.

Scenarios for Timing Analysis

The timing analysis in the automotive distributed system can be performed at the level of a single
ECU or the network level. The AUTOSAR specification [22] introduces a series of scenarios, which
are also called use-cases, for guiding the timing analysis.
On the ECU level, the scheduling of tasks and interrupts together with the execution times of various
code fragments define the timing behavior of the software for a ECU. Scenarios that can be encountered
for the timing analysis upon an ECU are briefly introduced in below.

• Create timing model of the entire ECU. In this case, all relevant timing information for an ECU
is collected and the timing model of the entire ECU is created.

• Collect timing information of a SW-C. All relevant timing information of an selected SW-C is
collected.

• Select an ECU supplier.

• Validate timing after SW-C integration. This happens when in the already existing ECU system,
one SW-C is replaced by a new one. From timing analysis point of view, the new version must
be ensured to satisfy the given timing constraints.

• Validate the timing of a defined system. The timing must be validated to ensure the schedulabil-
ity of a system and that all given timing constraints must be satisfied. The trigger event for this
scenario can be the change of a timing constraint of the change of the RTS/OS configuration.

• Debug timing. When there is unexpected or inconsistent behavior that can result a timing
problem in the system, its cause must be tracked down, understood and isolated.

• Optimize timing for an ECU. While there is presence of timing violation, resource bottlenecks
or the need to add further functionality into an already heavily loaded system, a better solution
that fulfils all timing and resource requirements is required.

• Optimizing scheduling. The main idea is to find a modified schedule configuration that fulfils a
certain optimization goal regarding scheduling.
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• Optimizing code. The software code and the deployment of code have the important impact on
timing, and different activities related to this can be performed. It should be aware that such a
timing optimization can also affect other aspects of the system such as memory and re-usability,
thus, conflicts with safety and security concerns.

• Verify timing models and compare timing properties. The model based approaches are used
in the early design phase, and when the real system becomes available, timing properties like
execution times and response times gathered in the model based methods have to be compared
with measured time values.

On the network level, heterogeneous network types are in use, and the timing analysis focuses on
the network communication. The parameter configurations (e.g. size of signals, transformation
pattern) and the selected protocols (e.g. CAN, FlexRay) for the communication define the timing
behavior on each individual communication network. Scenarios for timing analysis of a network
are listed in below.

• Integration of a distributed function. Considering an existing E/E automotive architecture
consisting of several ECUs via several communication networks, the communication demand of
a new functionality should be verified that the legacy and additional communication both fulfil
the performance and timing constraints.

• Design of the new developed network. This concerns the design and feasible integration of a
domain specific network into the existing automotive platform architecture.

• Remapping an existing function. This is the validation for the communication on a network
after changing an existing function from a ECU to another one within in the network.

Tool Support and Best Practices

Based on the timing extensions [20] the AUTOSAR Timing Analysis document [22] describes various
use cases for ECU- and network-level timing analysis. These can be seen as suggestions for best
practices for timing analysis.
On paper, [20] and [22] solve the issue of modeling timing, specifying timing constraints and analyzing
the timing behavior (and thus checking the constraints). However, this methodology is currently only
used sparsely in practice, and there is no end-to-end tool support.
Currently, modeling (or at least export) of system descriptions in AUTOSAR (e.g. ECUs, SW-Cs,
Tasks, Runnables, Buses, Frames, ...) is sometimes available. However, these models typically lack
most timing information (e.g. task execution times) and also no constraints are specified. For timing
analysis, this missing info is currently supplied from other sources, e.g.:

• Timing information (e.g. task execution times) is obtained from estimates, budgets, or measure-
ments and imported in a timing analysis tool in a custom format (e.g. table-based).

• Constraint information is provided manually and imported in a timing analysis tool in a custom
format (e.g. table-based).

• Some constraint information can be derived from other design files, such as a runnable order
constraint, which can be derived from a Matlab/Simulink model (in certain cases).

To summarize, the formal and consequent use of AUTOSAR for specification of timing and timing
constraints is still evolving. This is not due to a lack of expressivity in AUTOSAR, but rather due to
the immaturity of end-to-end timing processes in the automotive industry.
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Figure 2.59: The packages in the MARTE profile

UML Modeling and MARTE

UML has been developed outside the context of embedded systems design and it is clear from previous
sections how it does not cope with the modeling of resource allocation and sharing, nor with the
minimum requirements for timing analysis. In fact, almost nothing exists in standard UML (the same
could be said for SDL) for modeling (or analyzing) nonfunctional aspects, nor scheduling or placement
of software components on hardware resources can be specified and analyzed. The MARTE profile
for the Modeling and Analysis of Real-Time Embedded Systems for UML [3], enhances the standard
language by defining timed models of systems, including time assumptions on the environment and
platform dependent aspects like resource availability and scheduling. Such model extensions should
allow formal or simulation-based validation of the timing behavior of the software.
The OMG Real-Time embedded systems MARTE profile, aims at substituting a number of proposals
for time-related extensions that appeared in recent years (such as the OMG SPT profile [?]). In order to
better support the mapping of active objects into concurrent threads many research and commercial
systems introduced additional non-standard diagrams. An UML profile is a collection of language
extensions or semantics restrictions of generic UML concepts. These extensions are called stereotypes,
and indicated with their names in between guillemets, as in TimedEvent. The profile concept is itself
a stereotype of the standard UML Package. The MARTE profile defines a comprehensive conceptual
framework that uses stereotypes built on the UML meta-model providing a much broader scope than
any other real-time extension and applies to all diagrams. MARTE consists mostly of a notation
framework or vocabulary, with the purpose of providing the necessary concepts for schedulability and
performance analysis of (timed) behavioral diagrams or scenarios. However, MARTE inherits from
UML the deficiencies related to its incomplete semantics and, at least as of today (2015), it lacks a
sufficiently established practice. The current version of the profile is based on extensions (stereotyped
model elements, tagged values and constraints) belonging to four main framework packages, further
divided into subpackages (as in Figure 2.59).
Of the four frameworks, the Foundations package contains the fundamental definitions for modeling
time, in the Time subpackage the definitions for time, clocks and timed events. The GRM package
contains the generic resource specification and usage patterns, and the NFP package the stereotypes
for non-functional properties. The Design model contains the extensions for modeling concurrency and
resources in the GCM, SRM and HRM packages. The Analysis Models package contains specialized
concepts for modeling schedulability (SAM) and performance (PAM) analysis. In MARTE, the time
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Figure 2.60: The definition of clocks in the TRM of the MARTE profile

Figure 2.61: The main packages for the definition of resources

model provides for both continuous and discrete time models, as well as global and local clock, including
drift and offset specifications. The profile allows referencing to time instances (associated with events),
of Time type and to the time interval between any two instances of time of Duration type in attributes
or constraints specifications inside any UML diagram. The time package (some of its stereotypes are
shown in Figure 2.60) not only contains definitions for a formal model of time, but also stereotyped
definitions for the two basic mechanisms of timer and clock. Timers can be periodic, they can be set
or reset, paused or restarted and, when expired, they send timeout signals. Clocks are specialized
periodic timers capable of generating Tick events.
Time values are typically associated with Events, defined in UML as a specification of a type of
observable occurrence (change of state). A pairing of an event with the associated time instance (time
tag) is defined in the MARTE profile as a TimedEvent. The GRM resource model package defines the
main resource types as well as generic resource managers and schedulers (its main packages with their
relationships in Figure 2.61 and a detail of some stereotypes in Figure 2.62.)
In the MARTE Profile the mapping between the logical entities and the physical architecture sup-
porting their execution is a form of realization layering (synonymous of deployment). The semantics
of the mapping provides a further distinction between the deploys mapping, indicating that instances
of the supplier are located on the client and the requires mapping, which is a specialization indicating
that the client provides a minimum deployment environment as required by the supplier.
The GRM profile package is used for the definition of the stereotypes for software and hardware
resources. The software resource modeling is much more detailed and comprehensive than the hardware
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Figure 2.62: The definition of a resource in MARTE
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Figure 2.63: A schedulability analysis scenario in MARTE

modeling package, which only contains stereotypes for the basic concepts.
The Schedulability analysis model is based on stereotyped scenarios. Each Scheduling situation is
in practice a sequence, collaboration, or activity diagram, where one or more trigger events result in
actions to be scheduled within the deadline associated with the trigger. Rate Monotonic Analysis
(RMA) is the method of choice for analyzing simple models with a restricted semantics, conforming
to the so-called task-centric design paradigm. This requires updating the current definition of UML
actions, in order to allow for preemption (which is a necessary prerequisite of RMA). In this task-
centric approach, the behavior of each active object or task consists of a combination of reading input
signals, performing computation and producing output signals. Each active object can request the
execution of actions of other passive objects in a synchronous or asynchronous fashion.
Figure 2.63 shows an example with three activities that are logically concurrent, activated periodically,
and handle a single event. The MARTE stereotypes provide for the specification of the execution
times and deadlines, and, as long as the active objects cooperate only by means of pure asynchronous
messages, possibly implemented by means of memory mailboxes, a kind of protected (shared resource)
object, simple schedulability analysis formulas can be used.

2.2.3 Security

AUTOSAR issued a specification regarding mechanisms for secure onboard communication [19]. In
AUTOSAR, the standardization efforts have been dedicated to the definition of mechanisms that
provide for authentication at the level of the network, that is under the assumptions that

• the end points of the communication are internal Electronic Control Units (ECUs) or complex
sensors or actuators (considered equal to ECUs),

• end points are assumed to be trustworthy; they are trusted to behave according to their specifi-
cations and are not manipulated,

• the generation, distribution, storage and usage of keys is assumed to be secure and protected
against manipulation, eavesdropping, or any other leakage to the attacker, and

• the attacker is assumed to have full access to or even full control over the communication bus.

The AUTOSAR specification is focused on the domain of network communication, to protect the
information exchanged over the communication buses.
The main objectives of the AUTOSAR mechanisms are to provide information integrity and authen-
ticity. Confidentiality is not considered at the same level of importance. Furthermore, denial-of-service
attacks are unfortunately very hard to prevent (this applies not only to automotive use cases, but the

SAFURE D2.1 Page 65 of 104



D2.1 - Arch. models and patterns

Figure 2.64: The three domains for security in automotive systems (from [19]).

general case). One mitigation is the usage of redundancy (i.e., additional ECUs). In the automo-
tive domain, the problem is usually neglected, because (i) additional ECUs lead to higher costs and
(ii) usually these attacks have no benefit for the attacker. They are only considered if the (passenger)
safety is affected.
Authenticity verification in AUTOSAR includes means to check data freshness so that the receiver of
a message has the proof that the transmitted message is not a message that has been recorded and
replayed by an attacker.
The specification is based on the assumption that mainly symmetric authentication approaches with
message authentication codes (MACs) are used. The choice is based on the observation that symmet-
ric authentication requires much smaller keys than asymmetric approaches and can be implemented
compactly and efficiently in software and in hardware. However, the specification is also abstracted to
possibly allow for asymmetric authentication approaches. One advantage of asymmetric approaches
is that the key distribution is easier although they are much more computationally demanding than
symmetric ones.
From the architecture standpoint, AUTOSAR requires both the sending ECU and receiving ECU to
implement three software modules: the SecOC, the CSM (Communication Security) and CAL modules
(Figure 2.2.3). The SecOC module is integrated with the communication services and in particular
with the module that is in charge of routing the PduR (Protocol data unit at the routing level) on
the sender and receiver side. The SecOC modules on both sides interact with the PduR module by
implementing a given API.
Depending on the type of data or messages to be protected, different levels of protection can be
required by the application (depending on the criticality of the information and the hazards in case of
compromised data). The architecture solution therefore allows for configurability to adapt to different
security needs.
In this AUTOSAR architecture, the PDU Router (PDU stands for Protocol Data Unit) is responsible
to route incoming and outgoing I-PDUs (I-PDU stands for Interaction Layer Protocol Data Unit;
an I-PDU carries signals [138]). In the case of PDU with security requirements, the security levels
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Figure 2.65: The SecOC component module in AUTOSAR (from [19]).

on reception and transmission should be obtained by forwarding the request to the SecOC module.
The SecOC module shall then add or process the security relevant information and shall propagate
the results in form of an I-PDU back to the PduR. The SecOC module shall support all kind of
communication paradigms and principles that are supported by the router, including multicast com-
munications, transport protocols and the gateway functionality. To guarantee message freshness, the
SecOC modules on the sending and receiving side maintains freshness values (e.g. a freshness counter
or timestamp) for each Secured I-PDU of different type, i.e. for each secured communication link.
On the sender side, the SecOC module creates a secured I-PDU by adding authentication information
to the outgoing authentic I-PDU. The authentication information comprises of an authenticator (e.g.
Message Authentication Code or MAC) and an optional freshness value. Regardless of the fact that
the freshness value is included in the Secure I-PDU payload, the freshness value is considered during
generation of the authenticator. When using a freshness counter instead of a timestamp, the freshness
counter is incremented prior to providing the authentication information to the receiver side.

Figure 2.66: The additional fields in a secure I-PDU (from [19]).

On the receiver side, the SecOC module checks the freshness and authenticity of the authentic I-
PDU by verifying the authentication information that has been appended by the sending side SecOC
module. To verify the authenticity and freshness of an authentic I-PDU, the secured I-PDU provided
to the receiving side SecOC should be the same secured I-PDU provided by the sending side SecOC
and the receiving side SecOC should have knowledge of the freshness value used by the sending side
SecOC during creation of the authenticator.
The length of the authentic I-PDU, the freshness value and the authenticator within a secured I-PDU
may vary from one secured I-PDU to another.
The authenticator (e.g. MAC) refers to a unique authentication data string generated using a key, and
computed on the data identifier of the secured I-PDU (parameter SecOCDataId), the I-PDU data,
and the complete freshness value.
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Figure 2.67: The security flow (from [19]).

Depending on the authentication algorithm (parameter SecOCAuthAlgorithm) used to generate the
authenticator, it may be possible to truncate the resulting authenticator (e.g. in case of a MAC)
generated by the authentication algorithm. Truncation may be desired when the message payload is
limited in length and does not have sufficient space to include the full authenticator.
The authenticator length contained in a secured I-PDU (parameter SecOCAuthInfoTxLength) shall
be specific to a uniquely identifiable Secured I-PDU to provide flexibility across the system (i.e. two
independent unique Secured I-PDUs may have different authenticator lengths included in the payload
of the secure I-PDU). This allows for fine grain configuration of the MAC truncation length for each
Secured I-PDU.

Figure 2.68: The additional fields in an PDU with truncation options (from [19]).

If truncation is possible, the authenticator should only be truncated down to the most significant
bits of the resulting authenticator generated by the authentication algorithm. Figure 2.2.3 shows the
truncation of the authenticator and the freshness values respecting the parameter SecOCFreshness-
ValueTxLength and SecOCAuthInfoTxLength. AUTOSAR recommends the use of Message Authen-
tication Codes (MACs) as a basis for authentication (e.g. a CMAC [54] based on AES [75] with an
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adequate key length) for resource-constrained systems with a static (predetermined) set of partici-
pants. In addition, the standard proposes to always use a key length of at least 128 bit with the
exception of those cases in which a MAC truncation is required. Truncation increases the risk of false
positives (i.e., collisions). From the perspective of an attacker, the number of trials depends on the
throughput of the bus (e.g., CAN) and the hardware (e.g., HSM hardware). For low speed buses
and non-critical data, a truncation down to 32 bits is feasible. For guidance the standard refers to
appendix A of [54] in which MAC sizes of 64 bit and above are considered sensible.
If the verification of the secured I-PDU fails and SecOCFreshnessValueSnycAttempts is configured to
a value greater than 0, the SecOC module shall revaluate the secured I-PDU using a different freshness
value before considering the received data as non-authentic (e.g. counter or time de-synchronization
is suspected to be the reason of the failed authentication verification). The number of verification
attempts using a different freshness value before considering the received data as non-authentic shall
be limited by SecOCFreshnessValueSnycAttempts.
If a Secondary Freshness Value is configured, the freshness value previously described in this document
is referred to as the Primary Freshness Value. If a Secondary Freshness Value is configured for a secured
I-PDU and the authentication verification fails for that PDU using the counter value corresponding
to the Primary Freshness Value, authentication verification shall be re-attempted using the value
corresponding to the Secondary Freshness Value.
In the event the counter value corresponding to the Primary Freshness Value fails authentication
verification and the counter value corresponding to Secondary Freshness Value results in successful
authentication verification, OEM-specific software should utilize the SecOC FreshnessValueRead and
SecOC FreshnessValueWrite interfaces to replace the counter value corresponding to the Primary
Freshness Value with the counter value corresponding to Secondary Freshness Value.

Adaptation in case of asymmetric approach

In case of an asymmetric approach using digital signatures instead of MACs, some adaptations have
to be made:

• Instead of a shared secret between sender and (all) receiver(s), a key pair consisting of public
key and secret key is used. The secret (or private) key is used by the sender to generate the
signature, the corresponding public keys is used by (all) receiver(s) to verify the signature. The
private key must not be feasibly computable from the public key and it shall not be assessable
by the receivers. The SecOCKeyUsageRestriction parameter is not needed for the asymmetric
approach since the restriction is implicitly enforced by the usage of different keys.

• In order to verify a message, the receiver needs access to the complete signature/output of
the signature generation algorithm. Therefore, a truncation of the signature as proposed in
the MAC case is not possible. The parameter SecOCAuthInfoTxLength has to be set to the
complete length of the signature.

• The signature verification uses a different algorithm than the signature generation. So instead of
“rebuilding the MAC on receiver side and comparing it with the received (truncated) MAC” as
given above, the receiver/verifier performs the verification algorithm using the DataToAuthenti-
cator (including full counter) and the signature as inputs and getting a boolean value as output,
determining whether the verification passed or failed.

AUTOSAR model

Figure 2.2.3 shows the recommended model for the functionality and attributes that characterize the
SecOC module and the secure PDU.
The model contains the following definitions (from [19]):
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Figure 2.69: The security model in AUTOSAR.

SecuredIPdu: I-PDU that contains payload of an authentic I-PDU supplemented by additional au-
thentication information (freshness counter and authenticator).

payload: Reference to a PDU that will be protected against unauthorized manipulation and replay
attacks.

SecureCommunicationProps: Properties used to configure SecuredPdus.

authAlgorithm This attribute defines the authentication algorithm used for MAC generation
and verification.

authInfoTxLength This attribute defines the length in bits of the authentication code to be
included in the payload of the

authenticated Pdu.

dataId This attribute defines a unique numerical identifier for the SecuredPdu.

freshnessValueId This attribute defines the Id of the freshness value. The freshness value might
be a normal counter or a time value.

secondaryFreshnessValueId (0..1) This parameter defines the Id of the Secondary Freshness
Value. The Secondary Freshness Value might be a normal counter or a time value.

freshnessValueLength This attribute defines the complete length in bits of the freshness value.
As long as the key doesn’t change the counter shall not overflow. The length of the counter
shall be determined based on the expected life time of the corresponding key and frequency
of usage of the counter.
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freshnessValueSyncAttempts Loss of synchronization shall not lead to authentication fail when
the number of authentication attempts remain in the defined acceptance range.

This attribute defines the number of authentication attempts to perform before flagging
a received message as unauthentic. Each additional MAC verification retry shall use a
freshness counter value from the defined acceptance range (e.g. when using counter by
incrementing the counter window; when using time by decreasing time stamp windows).
The LSB of the counter/time that was not transmitted with truncated counter value in the
message should be incremented/decremented in the defined range.

freshnessValueTxLength This parameter defines the length in bits of the freshness value to be
included in the payload of the secured I-PDU. This length is specific to the least significant
bits of the complete freshness counter. If the parameter is 0, no freshness value is included
in the secured I-PDU.

freshnessTimestampTimePeriodFactor (0..1) This attribute defines a factor that specifies the
time period for the freshness timestamp. It holds a multiplication factor that specifies the
concrete meaning of a freshness timestamp increment by one on basis of microseconds.

useFreshnessTimestamp This attribute specifies whether the freshness value is generated through
individual freshness counters or by a timestamp. The value is set to TRUE when times-
tamps are used.

authenticationAttempts This attribute defines the additional number of authentication at-
tempts that are to be carried out when the generation of the authentication information
failed for a given SecuredIPdu. If zero is set than only one authentication attempt is done.

If SecOCUseFreshnessTimestamp is set to TRUE,

• the SecOC module shall use a freshness timestamp to generate the freshness value,

• the parameter SecOCFreshnessTimestampTimePeriod shall be used to configure the resolution,
and

• an acceptance window shall be defined for each receiver of a secured I-PDU using SecOCRxAc-
ceptanceWindow.

The freshness value shall not roll over or overflow for the life of the key used to generate/verify
corresponding authenticators.
The functions that are required to be implemented by the SecOC are listed in the standard document.
Among those are:

Std_ReturnType SecOC_Transmit(PduIdType id, const PduInfoType* info)

A service to request authentication and transmission of an authentic I-PDU.

Std_ReturnType SecOC_AssociateKey(uint8 keyID, const SecOC_KeyType* keyPtr)

To associate a given key value to a given key id (see also parameter SecOCKeyID).

Std_ReturnType SecOC_FreshnessValueRead(uint16 freshnessValueID, uint64* counterValue)

To read a specific freshness value value residing in the SecOC module.

Std_ReturnType SecOC_FreshnessValueWrite(uint16 freshnessValueID, uint64 counterValue)

To write a specific freshness value residing in the SecOC module.
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Chapter 3

Guiding principles and Gap Analysis

This section exploits the results of the state of the art to define the methodology and the steps that
have been used to identify the modeling features of interest for Safure.

3.1 Guiding principles

Based on the analysis of the state of the art and according to the need of keeping the scope of the WP
and of the deliverable documents manageable, the developments of WP2 are defined as follows.

• The reference concrete modeling languages are assumed to be AUTOSAR and UML/SysML.

• A metamodel is provided for all the modeling concepts that are identified as required but missing
from existing standards or project proposals (as a result of the Gap analysis). These metamodels
are identified and defined in the next chapter. Metamodels are created using Eclipse/EMF editors
and made available in text form or as code.

• We identify the existing metamodels (as part of academic papers, projects or project deliverables)
that we believe can be reused and integrated.

• For all the metamodels, we try to provide a proposed implementation as AUTOSAR extensions
(by linking and integrating with existing AUTOSAR Metamodels) or as UML/SysML profiles,
preferably defined on top of the MARTE profile packages.

• Whenever possible or practical, we provide a sample definition of these profiles and/or additional
concepts using commercial or open source tools. Among commercial tools, Rhapsody from IBM
is preferably used for its capability of supporting both AUTOSAR and UML modeling.

3.2 Gap analysis

In this section we identify what are the modeling needs that are not satisfied by existing standards
or outstanding proposals from projects. These gaps are identified based on the analysis of the project
requirements, the state of the art of the scientific research, best practices and requirements from
standards and the input of the partners. They are first expressed informally and then formalized as
metamodels, using the modeling features of Eclipse.

3.2.1 Safety

For the modeling of concepts related to classical safety, we consider as adequate the modeling rec-
ommendations of the SAFE project. However, in SAFURE we strive at highlighting the concept of
security attacks resulting in faults. There are three main set of elements that have been identified as
possible extensions.
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The Evita project identifies the need for the definition of security threats in a tree and to characterize
each threat in terms of its possible impact on security. This is reflected in the generic metamodel
description in which threats are defined as types of faults. However, there is no explicit modeling
features that allows to characterize the threats in a hierarchy of dependencies that allows to assign
to a security hazard its ipact, likelyhood and controllablity attributes.. In addition, security threats
should be characterized with respect to their attack potential using appropriate attributes.
The definition of the propagation of safety and security faults (and the same applies to taint analysis)
requires that the causal dependencies in data streams (data dependencies between items that are
written from inputs that are read) is explicitly identified in the component model(s). This should be
done at the highest possible level in the architecture design to allow the analysis to be performed at
the system level, abstracting from the detaled behavior of the component functions.
Finally, the prescritpions of the safety extensions of AUTOSAR (including, for example, the possibility
of associating a SIL level to software and hardware components) has not yet been translated into
modeling recommendations.

3.2.2 Time

In additions to the time concepts that are available from the standards, we believe the following
concepts are required

• Models to define timing constraints for weakly-hard systems, that is, systems where deadline
misses are tolerated upon condition that they occur according to a predictable and bounded
pattern, and in general to specify timing requirements for overload conditions.

• Models for the definition of time budgets assigned to computations in a system characterized
by end-to-end constraints.

• Patterns for specifying the need for Timing isolation and the algorithms and architecture
elements that can be used to guaranee and enforce it.

• Models to describe (sub)systems with timing constraints at different criticality levels, leveraging
the concepts of mixed-criticality as they apply to real-time systems.

Mixed criticality

The concept of mixed criticality in scheduling and timing analysis is based on simple concepts. It re-
quires the definition of a criticality level that is associated to the schedulable entities. In most research
papers those are tasks, but the migration of the concept to AUTOSAR and, in general, applicability
to model-based flows in which tasks are derived from (smaller) functional units recommends that the
criticality level is also associated with high-level functions or reactions.
The criticality level is expressed as a boolean or integer value in most papers and may correspond to
different values of estimated execution times, possibly up to one for each level.

Timing Isolation

The requirements for time isolation in critical systems should be highlighted and the analysis of the
capability of a system to support these requirements should be supported by providing means for the
designer to express the system features that allow to check for timing isolation.
This means that adequate patterns should be provided for the modeling of operating systems, schedul-
ing and resource management policies that aim at time isolation. These features should be associated
with the definition of identifiers for the known policies with their properties and attributes.
A list of the policies that support timing isolation with the corresponding parameters are:
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• Time-triggered scheduling, with the definition of the slot size, the slot assignment policy (possibly
the full schedule) and possible time reclaiming algorithms

• Server policies including CBS (and possibly other)

Time budgets

In hard real-time system modeling, often a maximum end-to-end latency is specified which constrains
the maximum time that is allowed to elapse between the occurrence of an event initiating a computation
and the provision of the computational result. This function-related end-to-end latency has to be split
in time budgets if, from an implementation perspective, the computation is performed by a linear
chain of tasks (which may be distributed over several resources) and not by a single task only. A time
budget has then to be assigned to each task in the chain such that the end-to-end latency constraint is
still respected. In the timing modeling language TADL2 a comparison constraint is used to verify that
the sum of the individual time budgets (local latencies) is smaller or equal to the end-to-end latency.

Weakly-hard systems

Likewise in the modeling of weakly-hard real-time systems, end-to-end weakly-hard constraints of the
form (m, k) are specified where m denotes the maximum tolerated number of exceeded end-to-end-
latencies in any sequence of k consecutive computations. As in the case of hard real-time systems,
when moving to the constraint definition at a lower hierarchical level at which the sub-structure of
the system becomes apparent, a form of budgeting has to be done. Here it is necessary to split
the end-to-end (m, k) constraint into (m, k) sub-constraints for each involved task in the task chain.
So far no equivalent to the above mentioned comparison constraint in TADL2 exists which identifies
permitted/excludes non-permitted solutions to the (m, k) budgeting problem, as it is far more involved
than the simple time budgeting problem for the end-to-end latency.

Other overload conditions

Other overload management conditions (beyond the weakly hard model) require that in general the
user may be able to specify two bounds. These refer to the maximum number of timing violations
that can be tolerated in a given time interval (this could be related to the n-over-k model of weakly
hard systems) and the maximum lateness (delay from a deadline) that can be tolerated for each
computation.

3.2.3 Security

With reference to Section 2.1.3, we have identified a number of concepts that are required but that are
missing from existing standards, project proposals and scientific literature. In this section we briefly
introduce and describe them. In doing this we use the same section structuring as Section 2.1.3.

On mechanisms and protocols

As to in-vehicle communications, standards and research have mostly focused on the authenticity and
integrity requirements. Actually, most of especially the safety-relevant use cases rely on authentic
and trustworthy information from sensors, between ECUs and to actuators. Therefore the primary
scope is protecting and assuring authenticity and integrity of messages (transmitted data) and sender
authentication (entity). Potential future topics of interest include confidentiality of communicated
data and key exchange.
At the moment, the AUTOSAR Secure Onboard Communication concept does not contain default use
cases requiring message confidentiality. However, for confidentiality and privacy reasons, some data
has to be kept confidential while being sent over the in-vehicle bus. For example when initializing
an in-vehicle security system, keys should be exchanged confidentially. Also keys and credentials for
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other in-car systems may be communicated in the vehicle and personal data has to be kept confidential
for privacy reasons. Furthermore, increasing connectivity of vehicles and at the same time increasing
integration of personal devices like smartphones into the vehicle environment will lead to a growing
need for solutions providing privacy for various data.
State-of-the-art solutions for ECUs with higher security requirements use cryptographic functionality
implemented in hardware. EVITA’s Hardware Security Modules (HSM) constitutes a relevant example
that supports both AES symmetric encryption and Elliptic Curve asymmetric cryptography. Due to
the standardized layered architecture, such hardware peripherals can easily be made available in an
AUTOSAR stack. Furthermore, one possibility to combine confidentiality with integrity/authenticity
is the usage of the Galois/Counter Mode (GCM). Although there is currently no standard AUTOSAR
CRY/CSM interface, many HSM manufacturers support AES-GCM in hardware (i.e., offering an
acceleration for the carry-less multiplication that is used to calculate the GHASH authentication tag).
The problem with confidentiality is related to the conjunction of the communication model of auto-
motive applications and the limited bandwidth offered by customary bus technology. e.g., CAN bus.
Typically, a CAN packet does not include addresses in the traditional sense and instead supports a
publish-and-subscribe communications model. The CAN ID header is used to indicate the packet type,
and each packet is both physically and logically broadcast to all nodes, which then decide for them-
selves whether to process the packets. If the confidentiality of a packet has to be protected, then we
have two possibilities. The first one consists in encrypting the packet by means of the secret key that
the sender shares with every receiver. Since the structure of an automotive application is relatively
static, possible receivers of a packet could be defined at design phase. However, this solution would
require to encrypt and transmit the packet as many times as the number of receivers. Unfortunately,
most on-board networks cannot bear an increase of the bus traffic. Nowadays most CAN networks
are utilized by almost 100%. An alternative solution consists in organizing receivers in a group, give
them a shared group-key and encrypt packets by means of that key. Re-keying mechanisms should be
conceived to both periodically refresh that key as well as to revoke and re-distribute it in order to evict
compromised receivers [52][53]. Organizing automotive devices in groups for secure communication
and key management has been proposed by EVITA, too [57].
Furthermore, in order to satisfy the identified security properties, namely confidentiality, integrity
and/or authenticity, cryptographic algorithms have to be used. Using these algorithms has a cost in
terms of timing, performance and, in general, power consumption. Therefore, choosing an appropri-
ate security mechanism is critical in order to ensure the satisfaction of the timing requirements of
the system while fulfilling the security requirements. For this reason, and to take into account the
timing costs of different security mechanisms, the impact of security algorithms on the system per-
formance must be evaluated. In order to perform such an evaluation, we may take inspiration from,
for example, Daidone et al. who evaluated the impact of security on performance of wireless sensor
networks under the IEEE 802.15.4 communication standard [45][46][47]. The performance metrics to
be evaluated could be the processing time or the bandwidth consumption whereas the performance
factors may include cryptographic algorithms, encryption modes, security requirements, and the size
of security parameters (length of keys or fingerprints). These evaluation results could be used to
enrich some time estimation toolkit in order to achieve an overall timing and schedulability analysis
that takes into consideration security requirements too. Some results in this field have been already
achieved [143][144].

On modeling

From the analysis of the state of the art, it is clear that in terms of security, AUTOSAR models focus
on the mechanisms that should be implemented as part of the BSW layers and are therefore to be
considered as architecture patterns.
However, AUTOSAR mostly disregards the application level, that is, how the designer of an appli-
cation with security concerns should specify that its communications need to be suitably protected.
This specification can hardly be defined as a simple set of security-related attributes applicable (for
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example) to component ports, since the AUTOSAR specification matter-of-fact implies the selection
of mechanisms based on the availability of resources (bandwidth and processing time). These are in
turn functions of the time specification of the application and the availability of resources.
Therefore, there is no other way but to offer AUTOSAR/UML extensions at the application level that
handle, at the same time, time, safety and security requirements. For this purpose, the evaluation
of the performance impact of security is crucial.
These requirements should be applicable to the elements of the model, that is:

• In AUTOSAR, to runnables and any port interaction, of sender/receiver or client server type,
as well as on events.

• In UML/SysML to operations and any port interaction, on standard and flow ports, as well as
on events.

These attributes should be defined by means of suitable stereotypes.
For secure on-board communication, the definition of a set of different security levels would simplify
the configuration of a car security system. Security experts define the different security levels and the
associated properties. For every message with security protection needs, the appropriate level may be
selected. The applicable security level may depend on the properties or kind of the message which
needs to be protected.
The envisioned process requires a set of (possibly automatic synthesis) tools that bridges the gap
between application-level specifications and the selection of architecture features.
More in general, modeling should be not limited to just the communication aspect. Rather, modeling
should address security as much as possible. For instance, well-known security engineering best-
practices make it possible to harden the software components. These include, for example, using safe
string libraries, diligent input validation, and checking function “contracts” at module boundaries.
Modeling should allow the designer to require the employment of these practices. For instance, a class
diagram, possibly extended by means of proper stereotypes, may mandate the use of a SecureString

class instead of a customary String library.
In a similar fashion, modeling should address other aspects of the system. According to the “defence
in depth” principle, just hardening the software components is in general not sufficient. Another
design countermeasure consists in reducing the attack surface. Consider the Bluetooth vulnerability
documented by Checkoway et al. [40], for example. Using a safe strcpy library function would
certainly harden the Blueetooth implementation component. However, further security improvements
could derive from requiring that, in contrast to current procedures, the Bluetooth component will
respond to pairing requests only after user interaction.

3.2.4 Architecture Features

There are several concepts at the architecture level that have been clearly identified as recurring
elements or reusable patterns.
Among them, we focus on the concepts of protetion kernel and hardware security module.
The concept of a protection kernel (often associated to a hypervisor or other hierarchical resource
manager) is definitely gaining ground to provide the possibility of integrating multiple applications,
or tasks, or functional components onto the same platform with functional and time isolation. In
the network domain, software defined networking (SDN) can be used to implement such a resource
manager.
The hardware security module is extensively discussed in the Evits project and, based on the project
recommendations, several commercial implementations are starting to appear. In Evita a detailed
metamodel of the data and the policies of the HSM are presented. However, a model fo the HSM
architecture pattern is not explicitly presented and offered.
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Chapter 4

Abstract Modeling Concepts

This chapter contains the (semi-)formal defintiion of the modeling elements thta are required for
the analysis and the system representations in Safure. In the definitions of this chapter, the modeling
elements are defined as abstract, that is, not necessarily tied to any specific (commercial or established)
modeling language. To this purpose, the modeling elements are represented using the metamodeling
features of Eclipse. However, even if they are meant to be abstract and independent, our modeling
concept are undoubtedly influenced by existing standards, especially AUTOSAR. Also, in the following,
we assume the typical AUTOSAR methodology consisting in the separation of functional modeling
and platform modeling, and the definition of an implementation of the functional concepts on the
given platform by an explicit mapping level that defines the structure of threads and communication
resources or messages.

4.1 General concepts

For the purpose of safety and security analysis it is important to identify the data dependencies and
to find out which data items can be possibly affected by malfunctioning and/or corrupted components
and functions. These dependencies should only apply to data-oriented communication (not to service-
oriented interactions) and should highlight what output value is computed based on what input value.
Given that this information can be potentially useful for all types of analysis (safety, security and
time), including for example, the taint analysis summarized in the following sections, it is included in
a dedicated general section.
Almost all behavioral modeling languages already have constructs to express these dependencies and
specify exactly the analytical or procedural dependency among values. This is true, for example in all
the behavioral diagrams of UML. However, we claim that these behavioral diagrams and descriptions
are often at a level of granularity that is too fine for the analysis that we would like to enable at the
system level, where architecture-level or system-level diagrams are more suited.
Indeed, for example in AUTOSAR, there is an indication of which runnable (typically an atomic
specification of behavior with no internal details) reads from or writes onto ports, but no distinction
of the actual dependencies.
To this purpose, Figure 4.1 shows the proposal for the explicit definition of a data dependency between
data elements that are read (input) and produced (output) by a given function.
Quite simply, we only recommend that the description of the indication that a generic executable reads
or writes a data item (from a port) is also complemented with a set of value dependencies. The value
dependencies are indications of causality dependencies implemented by the executable and connect
one produced value with all the input values it can possible depend upon.
Another general set of relations that are needed in the Safure models for multiple reasons (safety,
security and time analysis) is the complete set of mapping of the functional elements onto the platform
elements (including the basic software services and the hardware). Both UML/SysML and AUTOSAR
provide the main concepts of mapping that are required.
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Figure 4.1: Expressing dependencies in data processing

The concepts for mapping that are required in Safure are identified in Figure 4.2. Most of them are
already part of the SysML or AUTOSAR standards, with the possible exception of the consideration
of partitions in execution under the control of a separation kernel and the mapping of data that is
communicated on a communication resource.

4.2 Safety

The required safety concepts mostly correspond to the formalization of the concepts already highlighted
in Evita (but not made explicitly available as part of a metamodel). They are summarized in Figure
4.3. The Figure shows the explicit connection of security faults with hazards and the proposed Evita
classification of security hazards with respect to privacy, operational or financial risks, and the set
of attributes that characterize attacks and the corresponding Faults. In this case, together with the
qualitative definitions provided in Evita (the attributes with the enumerated types), we also plan for
attributes that carry actual numerical values, corresponding to the typical safety concepts of mean
time to fault and mean time to recovery. If these values could be computed, classical analysis methods
for safety could handle the security attacks in an homogeneous way.

4.3 Time

Figure 4.4 shows the main entities of interest for the description of the timing extensions of SAFURE.
First, timing specifications are classified as belonging to the two main types of timing constraints
(or assertions) and timing assumptions. This is in contrast with the AUTOSAR classification that
provides no distinction between the timing characteristics that are assumed to be true in the system
(such as the periodicity of activation events, for example), and the timing properties that need to be
verified (assertions) such as deadlines.
The two types of timing assumptions that are considered are assumptions on execution times and
assumptions on event arrival times (further detailed in the following). Activation assumptions apply
to timing events. Timing events are further possibly belonging to a timing chain. Timing execu-
tion assumptions apply to schedulable entities and pertain to the estimate that the execution of a
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Figure 4.2: Mapping execution and data

Figure 4.3: Metamodel fo additional concept connecting attacks to faults and hazards
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given functionality will be bounded by a given value or characterized in some way (for example in a
probabilistic way).

Figure 4.4: The modeling concepts for the representation of time constraints and assumptions

Timing Constraints are of four types: execution time constraints (timing budgets), deadline con-
straints, with a deadline attribute, overload constraints, that provide more information to the ex-
pected worst-case behavior when deadlines are trespassed, and synchronization constraints that apply
to event sets. Timing constraints are characterized according to the severity of the time constraints as
being of type NRT (or non-real-time, no consequence for missed deadlines), SOFT (a missed deadline
decreases the value of the system), FIRM, HARD or WEAKLY HARD.
In contrast to AUTOSAR, we provide for a distinction between the estimated execution time of an
executable entity (or WCET) that is defined as an assumption, and the execution time that is assigned
to an executable entity or a set of them (or timing budget), acting as a constraint.
The set of constraints that apply to the system being possibly in an overload condition (with deadline
misses) is specified in Figure 4.5.
Timing Constraints and assumptions may be applied to schedulable entities and the schedulable entities
are characterized by a criticality level. In agreement with the recent literature in real-time research, we
assume this parameter to be an integer value (higher values mean higher criticality). Also, schedulable
entities may belong to a group (an application, a set with functional dependency, a set with a common
supplier or a set with common criticality level) for which time isolation is requested if sharing resources
with other groups (or schedulable entities).
The overload constraints that are considered are of two types: a weakly hard model, and a maximum
lateness model. In addition, the overload constraint needs to be characterized by an attribute that
restricts the system behavior when deadlines are missed, by allowing schedulable entities to continue
(IGNORE) or terminates them at the deadline (DROP).
The weakly hard model is characterized by three parameters. The first (denoted as m for consistency
with the literature on the subject) represents the required number of instances that should not miss
the deadline. The second and the third specify the context to which the m parameter applies. If it
applies to a set of instances, then the k parameter is used (at least m instances every k consecutive
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Figure 4.5: The modeling concepts for the representation of behavior in overload conditions

ones must meet their deadline). If it applies to a time interval, the third parameter is used.
The concept of Timing execution specification is further refined (as shown in Figure 4.6 to allow the
definition of function and task execution times and budgets. In the simplest model, three specifications
can be foreseen, a definition based on the maximum only, a minimum and maximum, and a full
specification of a (probability) distribution.

Figure 4.6: Specification of execution time assumptions or constraints (budgets)

However, to allow for different time specifications for different criticality levels, or different execu-
tion modes, or even to allow for more complex timing specification patterns, the model provides for
multivalued specifications by order (in array form) or by key.

4.4 Security

In this section we summarize the main modeling security concepts of SAFURE. In doing this, we build
upon the results of the EVITA project and, in particular, EVITA’s meta-models (see Figure 2.25).
As described in Chapter 2, EVITA has defined a number of models, many of which refer to basic
concepts such as trust and attacks [56]. However, EVITA has essentially focused on intra-platform
security issues whereas, in contrast, SAFURE focuses on the security of in-vehicle communication and
its relationship with performance and safety.
The main concepts of the SAFURE security modeling are reported in Figures 4.7 and 4.8. Intuitively,
Figure 4.7 shows security concepts at the functional level whereas Figure 4.8 shows SAFURE’s in-
vehicle secure communication model.
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Figure 4.7: The modelling concepts for the representation of the functional elements for security.

With reference to Figure 4.7, SAFURE defines two main concepts at the functional level: the trust
level of a functional element and the security requirements of communications between elements.
A functional element, either a component or an executable, may be associated to a trust specification
which specifies to what extent the element can be trusted to provide the expected function, or service
with respect to attacks targeted to compromise the functionality of the element. A trust specification
consists of: i) a trust specification identifier (trustSpecID), which identifies the specification, and ii) a
trust level (trustLevel) which provides an indication of the extent to which the element can be trusted.
The trustLevel is an attribute of type trustLevelType that corresponds to an integer in the range 1 to
5, being 1 the highest trust level and 5 the basic one.
The notion of trustLevel recurs in other projects. For example, it is similar to EVITA’s attack potential
which is a measure of the effort required to create and carry out an attack [55]. The attack potential
is computed by considering different factors including:

• Elapsed time, the amount of time needed to identify a vulnerability, develop an attack method
and execute the attack;

• Expertise, fields and level of expertise required;

• Knowledge, specific knowledge of the system under investigation required;

• Window of opportunity, amount of access to the target required for the attack; and, finally,

• Equipment, equipment required to carry out the attack.

A high attack potential corresponds to a low probability of successful attacks, and consequently to a
high trust level.

Factors like Required Resources and Required Know-How are considered also in the SAHARA (Security-
Aware Hazard Analysis and Risk Assessment) method for defining threats criticality [95]. Similarly,
in the Common Vulnerability Scoring System (CVSS) [44], defined as an open standard to assess
vulnerability in software systems, the Exploitability metrics represent a measure of vulnerability and
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quality of a components. In this case, factors used are: Attack vector, the context by which the attack
is possible (e.g. network access, or local access); Attack complexity, knowledge of the system required
by the attacker; Privileges Required, the level of privileges an attacker must possess; User interaction,
whether the vulnerable system can be exploited without interaction from any user other than the
attacker; and, finally, Scope, the impact on resources beyond the component. CVSS has been used
recently in [101] to assess vulnerability of components security analysis of automotive architectures at
the system-level.
In addition to the factors influencing an attack listed above, the trust level of a software element can be
related to the software development process through which the element has been specified, designed,
implemented and tested. As a consequence, the ASIL of the component can contribute to the estimate
of the trust level of the component.
In SAFURE, security requirements can be specified on communications among elements. More specif-
ically, it can be specified on communications of a given sender element, communications containing
certain data items, as well as communications specified by a executables receiving from a given in-
terface (secure interface). As in EVITA, a requirement is a specification of a required amount of
trust (actually a dimension of trust) in terms of a system-specific criterion and a minimum level of
an associated quality metric that is necessary to meet one or more trust policies. More precisely, the
class Requirement in EVITA’s Trust meta-model (see Figure 2.25) is a generalisation of SAFURE’s
secure communication requirement. A security requirement contains four attributes:

• a security requirement identifier,

• a security level,

• a confidentiality level indicator, and

• an integrity level indicator.

A security requirement identifier (secRqmtID) identifies the security requirement. A security level
(securityLevel) specifies the desired secure communication requirements. It is of type securityLevel-
Type, an enumerated that contains four values: none, confidentiality, integtity, and both (namely
confidentiality and integrity). The attributes confidentiality level indicator (cLevelIndicator) and in-
tegrity level indicator (iLevelIndicator) provide a quantitative indication of the confidentiality and
integrity, respectively, of the communication. With reference to Figure 4.7, a cLevelIndicator equal
to 128 means that the computation complexity necessary to break the communication confidentiality
should not smaller than O(2128). This requirement can be fulfilled by using the AES-128 cipher, for
example. Analogously, an iLevelIndicator equal to 64 means that the computation complexity neces-
sary to break the communication integrity (i.e., to find a collision) should not be smaller than O(264).
According to AUTOSAR Secure On-Board Communication, this requirement can be fulfilled by using
64-bit MACs, or larger.
Figure 4.8 models the SAFURE’s secure in-vehicle communication. Let ECU ε be the the sender of
PDU µ and Σε,µ the non-empty set of receiving ECUs. This set is partitioned into r non-overlapping,
non-empty receiving groups, being Γε,µ,i the i-th one, such that Σε,µ =

⋃r
i=1 Γε,µ,i. For each receiving

group Γε,µ,i, the sender ε shares a secret cryptographic group key Kε,µ,i with it, namely, with every
member of the group. Of course, there exist no two groups that have the same value for the respective
group keys. More formally, ∀Kε′,µ′,i,Kε′′,µ′′,j ,Kε′,µ′,i ≡ Kε′′,µ′′,j iff ε′ ≡ ε′′ ∧ µ′ ≡ µ′′ ∧ i ≡ j. The
sender ε uses the key to secure the PDU µ, so obtaining a secured PDU before broadcasting it into
Γε,µ,i. Each member of the receiving group uses the key to unsecure the secured PDU.
The actual securing/unsecuring operations consist in applying specific cryptographic services imple-
menting the security requirements (see Figure 5.1). In AUTOSAR architecture, the cryptographic
services are provided by the Secure On-board Communication object possibly exploiting an HSM, if
present on board. Notice that a secured PDU is generalization of SecuredIPDU in the AUTOSAR’s
parlance (see Figure 2.2.3).
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Figure 4.8: The modeling concepts for the representation of secure communication

Intuitively, the rationale behind the grouping is to guarantee secure communication requirements,
make the whole system more resilient to internal attacks while keeping its ability to fulfil performance
and safety requirements. As to performance, grouping receivers allows us to broadcast just one instance
of the message secured by means of the group key instead of as many instances as the receivers, each
secured by means of the corresponding receiver’s private key. It follows that by doing so we can
both reduce the computation overhead on the sending side and, more importantly, the communication
overhead on the bus.
As to safety, we aim to prevent that an ECU ε′, whose task critically depends on message µ, may
share a cryptographic key with an ECU ε′′ having a “low” resulting trust level (see Figure 4.7).
Actually, this ECU displays a high risk of being compromised. If this is the case, if ε′′ shares a key
with ε′, than the adversary would be able to “forge” secured PDUs for ε′ with consequent negative
effects in terms of safety. Of course, mapping algorithms must be devised that properly allocate
components/executables to ECUs according to their trust level and group them in order to guarantee
the required performance-security-safety trade-off.
As a final remark, a GroupKey can be considered an instance of EVITA’s SymmetricKey, which is a
KeyObject which in turn is a Cryptographic Object (see Figure 2.31).
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Chapter 5

Architecture patterns

The architecture patterns that are useful for the representation of Mixed-critical CPS with safety and
security requirements are:

• HSM: the concept of hardware Security Module as defined in Evita

• Separation kernel: as described in the MILS recommendations and summarized in the previous
chapters

5.1 HSM

The concept of a High Security Module is defined in Evita and now implemented by many chip
manufacturers.

Figure 5.1: The modeling concepts for the representation of the platform elements for security.

With reference to Figure 5.1, at the architecture level, we consider a ECU as a device capable of
securing/unsecuring PDUs and thus able to perform adequate cryptographic algorithms (CryptoAlgo).
With reference to Figure 5.1, an ECU runs a number of cryptographic algorithms either on the ECU
itself or provided by a dedicated cryptographic (co-)processor called Hardware Security Module (HSM).
We assume that an ECU is equipped with one HSM only. With reference to Figure 2.30, we may model
the cryptographic algorithms CryptoAlgo in terms of EVITA’s cryptographic services (CRS).
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5.2 Separation kernel

The separation kernel (SK) architecture pattern is required for the representation of kernels that
can execute applications, with possibly a (real-time) OS in protected partitions. The separation
kernel enforces the system configuration upon all their communication and resource requests in a
non-bypassable way, while not inspecting or protecting what happens within the partition itself. For
example, if a partition is authorized to communicate over a network and to use the HTTP protocol,
the SK will not protect the application against infection by a virus introduced into the HTTP payload.
The Separation Kernel is one of the components of the MILS Trusted OS [4].

Figure 5.2: The generic structure of a separation kernel

5.2.1 Overview

A separation kernel is a component that enforces a resource allocation policy and an access control
policy on its exported resources (partition, resources allocated to a partition, communication objects).
Communication objects allow for controlled information flow between partitions. A separation kernel
may have an explicit or an implicit information flow policy on its partitions (access control policy
together with resource allocation policy). A separation kernel typically exploits mechanisms provided
by the hardware to provide the separation between partitions in a MILS core. Examples are

• A resource allocation policy might consist in the allocation of a certain amount of time, for
example 20 milliseconds periodically every 100 milliseconds, of the CPU resource to a given
partition.

• An access control policy might assign communication object C as writeable to partition A and
readable to partition B, defining an implicit information flow policy from A to B.

• An explicit information flow policy for a separation kernel could consist of the specification that
only partition P via whatever interface may send information to partition Q.

5.2.2 Partitions

A partition is a component that serves to encapsulate application(s) and/or data. Thus, the content
of a partition is application(s) and possibly other data. A partition is a unit of separation with respect
to

• resource allocation in the space and time domains,

• an access control policy and an information flow policy in the space domain.

In a MILS system, partitions are created and maintained by the MILS core (see definitions below)
based on security policies defined for a given use-case.
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5.2.3 Services

Classical Approach

In some of the early work such as [29, 137, 14] a strong emphasis on the implementation of information
flow and its absence has been taken.
The only tasks assigned to a MILS separation kernel are the partitioning of processes and failure
containment. Consequently, we can represent the safety and security requirements for a separation
kernel by four simple foundational policies:

• Data Isolation: Information in a partition is accessible only by code running in that partition.
Private data remains private.

• Control of Information Flow: Information flow among partitions is from an authenticated
source to authenticated recipients. The source of information is authenticated to the recipient.
Information goes only where intended.

• Resource Sanitization: Usage of the microprocessor and other hardware, such as networking
hardware, cannot be used as covert channels to leak information.

• Fault Isolation: A failure in one partition is prohibited from cascading to any other partition.
Failure detection, containment, and recovery are performed locally [14].

Description of functionality grouped according to where separation is made (space/time)

In the following paragraphs, the approach taken in [136] with the comments versus previous section
will be presented.
Separation in space: Applications can be hosted in different partitions. Partitions get assigned
memory resources (i.e. space). In this way, the separation kernel enforces its configuration: that is,
access control on partition content, per-partition provision of physical memory space and I/O memory
space. By confining applications into partitions, the separation kernel enforces that these applications
can affect neither applications in other partitions nor the separation kernel itself.
Separation in time: Applications can be hosted in different partitions. Partitions get assigned CPU
time (i.e. time windows). In this way, the separation kernel enforces its configuration: that is the
allocation of a predefined amount of the CPUs’ time to partitions. Several partitions can share the
same time window. On a partition switch CPUs will be reused. The separation kernel enforces that
no residual information is in CPU registers or memory caches according to the configuration. The
separation kernel may assign a priority to every subject to allow priority based scheduling within one
time window or it may delegate the schedule within the time window to an OS in execution within
the partition.
Provision and management of communication objects: Applications hosted in different par-
titions can get assigned a set of communication objects under control of the separation kernel. A
communication object is an object exposed to one or multiple partitions with access rights as defined
in the configuration data, thus allowing communication between partitions.
Separation kernel self-protection and accuracy of security functionality: Separation kernel
self-protection and accuracy of functionality supports reaching and keeping a safe and secure state
of the MILS system. The separation kernel statically assigns automatic invocations of error handling
functions to recover from or respond to error conditions.
Again, this characterization is isomorphic to the characterization of Section 5.1.3.1. Like 5.1.3.1, it is
optimized to be stand-alone and concrete. It splits up the data into separation in time and separation
in space. The resource sanitization is subsumed under separation in time. Control of information flow
is represented by provision and management of communication objects. Fault isolation is subsumed
under separation in space and self-protection.
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5.2.4 Virtualization services on top of separation kernels

Virtualization is not a necessary part of separation kernels. However, because many separation kernel
deployments provide support for virtualization services, the concept is described here. A virtual
machine (VM) consists of software that imitates a physical hardware machine. The virtual machine
will for example give the illusion of a physical CPU and physical memory to an operating system that
is running in it. An operating system running in a virtualization environment is called guest. A virtual
machine monitor (VMM), also called a host or hypervisor is the software managing virtual machines.

5.2.5 Modeling

The metamodel of Figure 5.3 shows the main required concepts.

Figure 5.3: The modeling concepts for the representation of Hypervisors

The metamodel allows the representation of simple and hypervisor type OS, by denoting each of them
with the simple metaclass OS. An OS can be defined as hypervisor: If this is the case, then the OS
may execute a set of Partitions (bottom composition). A Partition may in turn execute an internal
OS supporting an application. An OCL constraint needs to be defined to ensure that only hypervisor
OS contain partitions. OS and Partitions are derived from the generic class Executable that provides
a name, and an indication of the maximum number of supported threads, as well as the minimum
amount of RAM/ROM that is required by the OS or the Partition. In additions, relations connect the
OS and partition to the communication resources (files and ports) that are created (composition) by
the OS and used by the partitions for communication. Please note that Executables have an attribute
defining their trust level and the same is true for the communication resources.
A basic set of consistency checks apply to these model entities.

• An OS that is NOTTRUSTED cannot have TRUSTED partitions

• An OS that is NOTTRUSTED cannot have TRUSTED files or ports

• If an OS is trusted but employs a scheduler without time or functional protection, then if is
managed at least one NOTTRUSTED partition, then all of its partitions are NOTTRUSTED.

The definition of trust levels associated with executables and communication resources also enable taint
analysis once the logical resources are allocated to the platform elements and their implementation.
For example, a communication port that is trusted but mapped onto an OS port that is not trusted
will become not trusted.
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An executable can also be associated to a set of cores, meaning that the partition or the OS manages
the execution of threads on those cores. Also, an executable may be characterized by a set of managed
processes and threads and a scheduling algorithm. Finally, an additional set of relations connect the
executable (OS, Partition) with the Hardware resources assigned to it (RAM and ROM memory, IO
devices).

Figure 5.4: The modeling concepts for the representation of hardware resources

Figure 5.4 shows the main modeling concepts for the representation of hardware resources (package
HWR). The HW resources of interest are memory regions (partitioned is RAM or ROM), IO devices
and computing cores. For the purposes of SAFURE, each HW resource is associated with a trust level
attribute (of the usual type trustLevelType).
Once a logical resource is associated with a hardware resource, the logical resource trust level will be
combined with the trust level of the associated resource (hosting or executing it) and the minimum
trust level of the pair will be associated to the logical element as a result of the mapping. Therefore,
if, for example, a trusted port is mapped to a NOTTRUSTED memory section, then it should be
considered as NOTTRUSTED.
Figure 5.4 shows the representation of schedulers. Each scheduler, of type priority or time-based is
characterized by a criticality level and a type.
One of the usages of this model is to be able to execute the following analysis on application level and
how the hypervisor is used by these applications:

• Covert channel analysis of hypervisor configuration for particular deployment. They can be
timing (e.g. there are side effects on schedule) and the underlying HW platform [86].

• Taint checking/analysis: Wikipedia says: The concept behind taint checking is that any variable
that can be modified by an outside user (for example a variable set by a field in a web form) poses
a potential security risk. If that variable is used in an expression that sets a second variable,
that second variable is now also suspicious. The taint checking tool proceeds variable by variable
until it has a complete list of all variables which are potentially influenced by outside input. If
any of these variables is used to execute dangerous commands (such as direct commands to a
SQL database or the host computer operating system), the taint checker warns that the program
is using a potentially dangerous tainted variable. The computer programmer can then redesign
the program to erect a safe wall around the dangerous input.
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Figure 5.5: The modeling concepts for the representation of schedulers

• Data Coupling and Control Coupling analysis: on resources exported by hypervisor and data
exchange by applications. Data coupling the dependence of a software component on data not
exclusively under the control of that software component. Control coupling the manner or degree
by which one software component influences the execution of another software component.
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Chapter 6

Concrete Modeling Concepts

The purpose of this chapter is to provide a set of proposal on how to encode the recommended modeling
concepts emerging from the gap analysis and abstract modeling stage onto UML/SysML extensions
or possible AUTOSAR extensions..
With respect to AUTOSAR, the proposed extension has the main purpose of possibly inspiring future
revisions fo the standard by the participating members, given that AUTOSAR is not meant to be
extensible by its users. However, SysML and UML can be extended by defining a suitable profile and
a set of stereotypes and in many cases this will be the proposed output of this section.
This chapter will be completed in D2.2
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Chapter 7

List of Abbreviations

ADL Architecture Description Language

AES Advanced Encryption Standard

API Application Programming Interface

ASIL Automotive Safety Integrity Level

BSW module Basic Software Module

CAN Controller Area Network

CC Common Criteria

CPS Cyber-Physical System

CRC Cyclic Redundancy Check

DoS Denial of Service

EC European Commission

ECU Electronic Control Unit

E/E Electrical/Electronic

GCM Galois/Counter Mode

GMP Generic Methodology Pattern

HARA Hazard Analysis and Risk Assessment

HSM Hardware Security Module

HW Hardware

MAC Message Authentication Code

OS Operating System

PDU Protocol Data Unit

RBAC Role Based Access Control

SAHARA Security-Aware Hazard Analysis and Risk Assessment

SW Software

SWC Software Component

TADL Timing Augmented Description Language

TBD to be determined

TWCA Typical Worst-Case Analysis

UML Unified Modeling Language

VM Virtual Machine

V2I Vehicle-to-Infrastructure

V2V Vehicle-to-Vehicle
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deadline miss models for real-time systems using typical worst-case analysis. In Proceedings of
the 27th Euromicro Conference on Real-Time Systems, Lund, Sweden, July 2015.

[146] Sergio Yovine. Kronos: A verification tool for real-time systems. International Journal on
Software Tools for Technology Transfer (STTT), 1(1):123–133, 1997.

[147] Rafael Zalman and Albrecht Mayer. A secure but still safe and low cost automotive communi-
cation technique. In Proceedings of the 51st Annual Design Automation Conference, pages 1–5.
ACM, 2014.

SAFURE D2.1 Page 101 of 104


